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Abstract

Code completion is a feature that offers suggestions for what a software developer may want to type. Correct suggestions can help developers when programming. There are several forms of code completion and we study the problem of predicting source code tokens based on previous tokens. There is not enough knowledge about using recurrent neural networks to make code completion suggestions. Statistical methods and neural networks have achieved great results on natural language processing tasks. Programming language is also, like natural language, repetitive and this repetitiveness can be modeled using statistical methods or neural networks. We trained models with different architectures and hyperparameters on an open-source dataset with Java code to answer the question: How can recurrent neural networks be used for code completion? In our experiments, the highest accuracy we achieved was 61.0% correctly predicted tokens. This accuracy was achieved with a model with a single hidden layer, 512 LSTM units, a lookup table embedding and 10 words as input. We found that models with 512 hidden units achieved a significantly higher mean accuracy in our experiments than models with 128 hidden units. Furthermore, we found that in our experiments using 10 words as input led to a significantly higher accuracy than using five words and using five words as input led to a significantly higher accuracy than using one word. Our preliminary results indicate that more hidden layers can increase the generalization, that the accuracy of word-based models is higher than that of character-based models, and that different types of recurrent units and embedding types achieve a similar accuracy. We present recommendations for using recurrent neural networks for code completion based on our findings and preliminary results. We report the results and implementation details for all models in our experiments to allow these models and results to be compared to other approaches.
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Introduction

In § 1.1 we describe the code completion problem that we study, with examples of input and expected output and we describe why it is a problem. In § 1.2 we explain that we use techniques from the natural language processing field because there are similarities between code and natural language. We list several usage scenarios in addition to code completion for approaches that address the problem in § 1.3. In § 1.4 we describe several challenges related to the problem and machine learning in general. We list the research question and subquestions in § 1.5. At the end of the chapter, we provide a summary in § 1.6.

1.1 The problem

Code completion is a feature that predicts what a software developer may want to type and offers these predictions as suggestions to the user. Figure 1.1 illustrates the problem with four examples. The text at the top is a line of example code split in tokens. Below the example code are four examples with the input and desired output. There are several forms of code completion and we focus on the form where several words have already been typed and a new word should be suggested.

```
System.out.println(
   "Hello World!"
);
```

Figure 1.1: Example of the problem with inputs on the left and expected outputs on the right

Code completion is very useful, but often limited to the generation of single elements (e.g. method calls and properties) and the usage of templates. Furthermore, too many recommendations can decrease the usefulness[44]. Additionally, there is a lot of room for improvement of code assistants, in an experiment by Arrebola and Aquino Junior [2] over half of the interactions with the assistant was dismissed, interrupted or the proposed completions did not contribute to the task at hand. Participants reported an overall satisfaction rate of 77.78% for a more advanced completion system that sorted recommendations using statistical usage models and supported method chaining compared to 41.67% for the standard alphabetical sorting without
support for method chaining. Furthermore, while the state of the art in program synthesis and code generation is very promising, there are still many obstacles such as the difficulty of debugging synthesized programs and the infeasibility of specifying the intention of the user in a formal way for complex problems. Generating code from previous lines of code removes the need for a formal specification of the user intention and generated code could be easier to use in practice as an incorrect program that is difficult to debug has little use while readable code could offer hints or new insights and nearly correct code could be corrected manually.

1.2 Programming vs. natural language

Statistical methods and neural networks have achieved great results on natural language processing tasks mainly because in practice natural language is often repetitive and predictable. The repetitiveness can be modeled using statistical or neural language modeling. Language models such as N-gram models can be used to estimate the likeliness that a certain word will follow a given sequence and determine which word is most likely to follow a given sequence.

Hindle et al. [23] show that source code is also, like natural language, repetitive and present the claim that “though software, in theory, can be very complex, in practice, it appears that even a fairly simple statistical model can capture a surprising amount of regularity in “natural” software”[23, p. 131]. Additionally, the authors show that the default code completion of Eclipse[16] based on type information can be improved by using N-gram models to generate short suggestions (with a length below 7).

We will aim our research towards neural language models instead of statistical models such as N-grams, for the following reasons: Neural language models can outperform carefully tuned N-gram models when modeling natural language[26]. For source code Hellendoorn and Devanbu [21] introduce a “dynamically updateable, nested scope, unlimited vocabulary count-based N-gram model”[21] that outperforms several deep learning models on the task of code completion. Researching how neural language models can be used for code completion can help to gain insight in the differences between natural language and source code. Additionally, there is a large amount of open-source code available and this is beneficial for machine learning.

1.3 Use cases

Models that predict code and provide a measure for the likeliness that a certain token will appear could be used for several other tasks.

Error detection

Measuring the likeliness for tokens to appear in certain places can be used to detect possible errors in code. Suppose a model can reliably determine the likeliness of tokens and it is trained on correct code. If a single token is found that is highly unlikely to appear in that position according to the model, that token is highly unlikely to appear in correct code and thus there is an increased probability that that code is incorrect compared to the rest of the code.

Touchscreen input

Writing on a touchscreen keyboard without autocomplete, autocorrect and similar features is often slow and error-prone. For natural languages, these functions are available and widely used but this is not the case for programming languages. A model that provides an ordering based on how likely it is that a certain token will appear can be used to build such functionality for programming languages. This could make programming using a touch screen keyboard faster and help reduce the number of errors.

Optical character recognition

OCR techniques for code could be improved with a model that determines the probability for tokens to appear. If an OCR system assigns similar probabilities for multiple characters while these characters are parts of different tokens with different probabilities the combination of these techniques could reduce the number of errors that are made and improve the accuracy of OCR systems.
Compression

A model that predicts tokens could be used to compress source code. Suppose a relatively simple system stores the first $n$ tokens for a source code file, one bit for each token to determine if it should be predicted and all tokens that are predicted incorrectly. Each correctly predicted token will then be compressed to a single bit. While much more efficient algorithms are possible even this simple one illustrates that code completion models could be used for the compression of software code given that the accuracy is high enough to outweigh the introduced overhead.

1.4 Challenges

A challenge with the prediction of source code is that methods and variables can be defined by developers and that many of these will not be frequent or contained at all in the training set. The problem of words that are not contained in the training set is known as the Out-Of-Vocabulary (OOV) or rare word problem. Additionally because of this freedom to define new words a very large vocabulary is required to minimize the number of OOV words. The main challenge with large vocabularies is that calculating the last step of the process, a softmax over all words, will become very time consuming.

A problem often encountered in machine learning is that models start overfitting the training data when training for multiple epochs. A model that overfits the training data will have a much higher accuracy on the training data than on the validation or test data. In that case, the model does not generalize and a better description of the process is that the model memorized the training data instead of learning the patterns contained in the training data. This problem is a result of repeatedly adjusting the model on the same data which causes it to learn properties that are specific to the dataset and are not useful for the problem in general, the model learns to memorize the data it is trained on.

The main differences between the task of predicting single tokens and the task of predicting sequences of tokens are that it is more difficult to achieve an higher accuracy and that predictions other than the first prediction have less value in the context of code completion. The average accuracy of repeatedly using an approach that predicts single tokens with an accuracy of $a_1$ to generate a sequence of $n$ tokens is $a_n = a_1^n$. To illustrate the difficulty in achieving a higher accuracy suppose a prediction system has a top-1 accuracy of 75%, when this system is used to generate three tokens the accuracy drops to $0.75^3 = 0.42$. Additionally, predictions other than the top-1 prediction have less value in the context of code completion because the number of possible suggestions increases exponentially when the number of tokens in the sequence is increased and too many recommendations can decrease the usefulness of a code completion system.

1.5 Research question

How can recurrent neural networks be used for code completion?

Sub-questions

SQ1: How does the type of recurrent unit influence the prediction performance?
SQ2: How does the type of embedding influence the prediction performance?
SQ3: How does the number of hidden units in a network influence the prediction performance?
SQ4: How does stacking multiple layers in a network influence the prediction performance?
SQ5: How does the length of the input for a network influence the prediction performance?
SQ6: How does using words or characters as input for a network influence the prediction performance?

1.6 Summary of findings

We study the problem of predicting source code tokens from previous tokens. This can be used to make suggestions for tokens that are likely to appear next to improve code completion systems. Our approach for
this problem is to train an artificial neural network based on long short-term memory units on a collection of open-source software code. The thesis is organized as follows: In § 2 we describe related work and the materials that we use in our research. In § 3 we describe the models that we use in our experiments and the implementation details needed to reproduce the results. We also describe how we prepare the data before training the neural networks and how we evaluate the different models. We report that the best performing model achieves an accuracy of 61.0% and an MRR of 69.7% in § 4. We also show that in our experiments models with 512 hidden units achieve a higher accuracy than models with 128 hidden units. Furthermore, we show that models achieve a higher accuracy with 10 input words than with five and a higher accuracy with five words than with one. In § 5 we give suggestions based on our findings for designing neural network models to make source code token predictions based on previous tokens. We present our conclusions and directions for future work in § 7. Finally, we describe threats to the validity of our results in § 6.
Chapter 2

Background

In § 2.1 we describe work that is similar and relevant to our work. We describe what the differences are with our work and why the work is relevant for our research. In § 2.2 we describe the material that we use for our research and experiments.

2.1 Related work

Comparison of statistical language modeling techniques

Hellendoorn and Devanbu [21] compare N-gram, RNN and LSTM language models and introduce a "dynamically updatable, nested scope, unlimited vocabulary count-based N-gram model". The authors evaluate the models on a corpus of open-source Java code. The code is tokenized and tokens are compared for an exact match. Code suggestion performance is measured using the Mean Reciprocal Rank (MRR) and top-k accuracy, the number of times the first k suggestions contains the correct result. The results show that for the task of code completion the N-gram model outperforms the deep learning models. The main differences in our research are that we focus on neural networks and experiment with different types of networks and different hyperparameters for the networks.

Dam, Tran, and Pham [13] evaluate several LSTM models with dimensions between 20 and 200 and input lengths between 10 and 500 on the task of language modeling. The size of the vocabulary is limited to 1000. The results suggest that an LSTM can be used to build a good language model for source code. The main differences in our research are that we experiment with more types of models, with a larger dataset and vocabulary size and the embedding dimensionality is fixed in our models.

Pointer mixture network

Li et al. [35] propose a pointer mixture network that consists of an RNN component and a pointer component. The authors compare the performance of the network with an LSTM network and an LSTM network with an attention mechanism. The results show that the mixture network outperforms both the LSTM and attention-enhanced LSTM network on the task of completing Python and JavaScript code. The authors attribute the increase in performance to the prediction of out of vocabulary words by the pointer component. The main differences in our research are that we do not experiment with networks with an attention or pointer mechanism, we experiment with different types of recurrent units and we evaluate the networks on the task of Java code completion.

Hindle et al. [23] use an n-gram model to show that code is even more regular than natural languages. The authors show that "language models capture a significant level of local regularity that is not an artifact of the programming language syntax, but rather arising from "naturalness," or regularity, specific to each project." Additionally, the authors show that there is a lot of regularity within application domains and much less across application domains.
**Feed-forward model with attention**

Das and Shah [14] explore an approach for code completion using a feed-forward neural network model with soft attention. The authors evaluate this approach on the code for the Linux kernel[51] and the Twisted library[32]. The authors briefly experimented with a GRU based recurrent model but did not experiment further because they achieved a better initial performance with a feed-forward model. "Recurrent neural network models based on cells like LSTM and GRU have recently been shown to achieve state-of-the-art performance in language models. Inspired by these results, we also attempted to use a GRU based recurrent model for our prediction task...As we did not achieve competitive performance with this model as compared to NL-1, we did not experiment further with deeper GRU models."[14] The authors note several modifications to their approach such as combining language rules to remove syntactically invalid predictions. The authors also suggest the joint processing of .h and .c files and note that this may not scale well with their feed-forward model while recurrent models are known to perform well with large inputs. The main difference in our research is that the data is split per project and a complete project can be in either the train, validation or test set whereas Das and Shah [14] train on one part of a project and test on another part.

**Comparison of RNN units**

Chung et al. [12] empirically evaluated RNNs with basic, LSTM and GRU units on the tasks of polyphonic music modeling and speech signal modeling. The authors show that LSTM and GRU outperform the basic RNN on this task in terms of accuracy when each model has approximately the same number of parameters. The main difference in our research that we evaluate the networks on the task of Java code completion.

**Comparison of CNN and RNN for NLP tasks**

Yin et al. [55] performed a systematic comparison of CNN, GRU, and LSTM on several tasks among which Relation Classification (RC), Textual Entailment (TE) and Answer Selection (AS). The authors found that RNNs perform well in a broad range of tasks with the exception of key-phrase recognition and question-answer matching tasks.

**Comparison of existing approaches**

Many publications on code assistance tools introduce new evaluation strategies or use custom datasets and regularly implementation details or datasets are not published. This makes comparing different evaluations or evaluating approaches with different datasets difficult or impossible.[43]

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Implementation details</td>
<td>✔</td>
<td>✔</td>
<td>✘</td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td>Source code published</td>
<td>✘</td>
<td>✔</td>
<td>✘</td>
<td>✔</td>
<td>✘</td>
</tr>
<tr>
<td>Suggests sequences</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✘</td>
<td>✘</td>
</tr>
</tbody>
</table>

* The authors use open-source projects but do not mention specific versions.
† The source code for the analysis step is not published.

Table 2.1: Comparison of existing approaches.

Table 2.1 contains several aspects of the different approaches that can be compared. As mentioned it is often difficult or impossible to compare different evaluations. This is also the case for the approaches in the table with the exception of the mixed N-gram-LSTM approach[21]. To compare the approaches they have to be re-evaluated such that the results can be compared. For the approach that uses clone detection[22] this is impossible because while the authors use code from open-source projects they do not specify the specific versions and not enough details are provided to create a new implementation. This prevents using the dataset with other approaches and using different datasets with this approach. Re-evaluating VCC[46] and SLANG[45] should be possible because while the source code is not available the authors provide enough details to create a new implementation of the approach. For PBN[44] the authors provide not only implementation details for the approach but also the source code for most steps. Creating a new implementation for the
analysis step should make it possible to re-evaluate the approach. Comparing a new approach to the mixed N-gram-LSTM approach [21] or only the N-gram part of this approach should be possible as the authors provide implementation details, source code and evaluated the approach using code from open-source projects.

Gehring et al. [17] introduce a sequence-to-sequence network architecture based on CNNs instead of RNNs. The authors evaluate the model on machine translation tasks. The results show that the model outperforms the previous best model on the WMT’ 16 task, this was an attention-based sequence to sequence model. On the WMT’ 14 task the model outperforms an LSTM model with attention, a character based encoder-decoder model based on CNNs without attention and a word-based LSTM encoder-decoder model in terms of accuracy and computational cost.

Kaiser, Gomez, and Chollet [27] studied how depthwise separable convolutions can be applied to neural machine translation. The authors introduce and evaluate an architecture based on depthwise separable convolution layers with residual connections. The results show that the architecture outperforms an architecture based on non-depthwise separable convolutions in terms of accuracy with a similar parameter count.

Copying mechanism in sequence to sequence learning
Gu et al. [19] present a model called CopyNet where a copying mechanism is incorporated in the decoder. The copying mechanism can put subsequences from the input sequence in the output sequence. The authors compare their approach to RNNsearch, an RNN Encoder-Decoder with attention. The results show that CopyNet performs better than RNNsearch on text summarization and single-turn dialogue tasks, especially regarding the handling of words not contained in the vocabulary.

Code clones
Hill and Rideout [22] present an approach for automatic method completion based on suggesting previously detected code clones. The approach helps a programmer to write atomic clones, clones with a size of five to 10 lines and demonstrate the viability of automatic method completion. The authors note that the accuracy is poor when the programmer is writing arbitrary methods. The accuracy was measured on only 10 partial methods written by the authors and ranked relatively to three manually written completions. The authors use open-source code from three projects for the evaluation but do not mention the exact version. Furthermore, the implementation details and source code of the approach are not published. This makes it impossible to compare the approach to different approaches.

Sequential pattern mining
Silva Junior, Plastino, and Murta [46] present an approach for code completion with sequential pattern mining. The approach analyses the source code to discover recurring sequential patterns. Then during coding when a programmer writes code that matches the beginning of a sequence in the previously obtained patterns the rest of the sequence is suggested. A difference between the approach from Silva Junior, Plastino, and Murta [46] named Vertical Code Completion (VCC) and the project is that VCC uses the PLWAP algorithm to find frequent sequences and suggests those sequences while the project uses a sequence to sequence model to generate suggestions. The authors use open-source code from four projects for the evaluation but do not mention the exact version. Instead of splitting the source code into two sets the authors use different revisions of the projects to simulate the expected usage. Because methods that are added in the newer revisions are used for the validation there is no overlap between the test and validation data. Replicating the experiment or evaluating the approach on a different dataset would require creating a new implementation of the approach because neither source code or compiled code is available.

Statistical language models
Raychev, Vechev, and Yahav [45] present an approach called SLANG for code completion with statistical language models for programs that use APIs. The approach extracts sequences of API calls from source code, trains a combination of an N-gram model and a recurrent neural network on the extracted data. The statistical language model is then used to generate candidate sequences ordered from most to least probable and suggest the sequences with the highest probability. A trained model, most of the validation data and a compiled version of the code are available. An exact replication of the experiment is impossible because of the missing
information and would have little value because the code cannot be verified. Evaluating the approach with different validation data should be possible. Because the training data is unknown there is a certain chance that the validation data is contained in the training data which is a threat to the validity of the experiment. Training the model on a different dataset might be possible but will certainly be difficult because there is no documentation relating to this available.

**Bayesian network**

Proksch, Lerch, and Mezini [44] present an approach for more intelligent code completion called Pattern-based Bayesian Network (PBN). PBN identifies how likely specific method calls are using a Bayesian network and suggests the most likely calls. The experiment can be replicated with the source code and data that is available. For the analysis step, the result and implementation details are published, but not the source code for performing the analysis. This makes evaluating the approach with different data possible, but it would require creating an implementation of the analysis step. Such an implementation could then also be used to replicate the analysis performed by the authors.

**Co-creative natural language generation system**

Manjavacas et al. [37] describe a co-creative natural language generation system to be used by a novelist. The system offers a text editor and generates sentences based on (a part of) the previous text that can be added by the writer.

**Evaluation of assistance tools**

Proksch, Amann, and Mezini [43] present a framework for the standardized evaluation of assistance tools including code completion systems (the authors use the term code recommenders). The framework includes requirements for datasets to ensure that they are reusable. A general evaluation metric is not included because metrics should be defined per recommender type and finding a general metric is impossible.

### 2.2 Material

We use three types of recurrent units. A RNN is a neural network with neurons that have cyclic connections. An example of an RNN with a single hidden layer consisting of a single neuron is illustrated in Figure 2.1. U, V, and W are the parameters that are learned during training. The RNN receives a sequence as input in multiple steps and at each step, the hidden state is calculated from the input at that step multiplied with weight U and the hidden state from the previous step multiplied with weight V.

![Figure 2.1: RNN with a single hidden layer of one neuron](image)

Long-Short Term Memory (LSTM) [25] units include input, forget and output gates. These gates control what new information should be added to the state, what should be forgotten and what should be in the output based on parameters that are trained. Gated Recurrent Units (GRU) [9] include update and reset gates. These gates control how much of the previous information should be kept and how much should be forgotten. Convolutional Neural Networks (CNN) [34] are feed-forward networks that apply a convolutional operation to the input.
2.3 Dataset

We will use the source code collected by Allamanis and Sutton [1]. The corpus contains Java code from 14,785 open-source projects hosted on GitHub that were forked at least once. The authors manually inspected projects with duplicate commit hashes because these are likely forks that are not marked as such on GitHub. For those projects, the authors picked the projects that seemed to be the original and removed the forks from the corpus to prevent duplicate data in the test and training set. For the experiments, we will use a subset of the corpus with 1% of the data. There are two reasons for this, the first reason is that training the models on the full dataset is infeasible. To illustrate this we can estimate the time it would take to train on the full dataset by multiplying the time it takes to train on the 1% subset with 100. The relatively small LSTM model with 128 units requires around 33 hours of training per epoch on the 1% subset on a quad-core Intel i7-7700 CPU. The evaluation takes around 5 hours. Training the model for one epoch on the full dataset and evaluating it would thus take around 160 days. In our experiments training a model on a Tesla K80 GPU takes approximately half the time it takes on a CPU which means training on the full dataset is still infeasible. The second reason is that Hellendoorn and Devanbu [21] use a 1% subset of the full corpus for their evaluation and report the list of projects in each dataset (training, validation, and testing) which makes it possible to compare different models using the same dataset. For the evaluation on the test set, we use a larger subset of approximately 2% of the full corpus. This subset is constructed by taking the 1% subset and adding randomly selected projects from the training dataset until the subset is approximately twice the size of the 1% subset. The size is approximately 2% and not exactly because it is extended by adding a complete project at a time. To illustrate what tokens are contained in the 1% dataset we list the 15 most frequently occurring words and characters below:

**Words:** 
'.', '(', ')', ';', ',', '', '', '=', '+', 'this', 'if', 'public', '[', ']',
'return'

**Characters:**
'e', 't', 'n', 'i', 'r', 'a', 'o', 's', 'l', 'c', 'p', '.', 'u', 'd', ('
Chapter 3

Method

In § 3.1 we describe the null- and our research hypotheses for the research question and the subquestions. We describe the different models we experiment with in § 3.2 and in § 3.3 we describe the details required to implement the models used in our experiments. In § 3.4 we describe that we lex the source code, map words to integers and for models with a lookup table we use a one-hot encoding to represent the data. In § 3.5 we describe that we use the accuracy and MRR metrics to evaluate the models.

3.1 Hypotheses

For the research question, the hypothesis is that neural networks can be used to predict source code tokens based on previous tokens. The hypothesis is based on the theory that programmers often write code that is repetitive and that neural networks can learn regularity in source code and then predict source code tokens. This theory is supported by the results of an experiment by Hindle et al. [23] that show that there is a high degree of local regularity present in source code. Additionally, Hellendoorn and Devanbu [21] have shown that combining an LSTM with an N-gram model decreases the entropy, but does not improve the predictions. Their approach uses the LSTM to make a prediction and in the case where the LSTM predicts an unknown token the prediction of the N-gram is used instead. Furthermore, Dam, Tran, and Pham [13] and White et al. [52] both achieve promising results with neural language models.

SQ1: How does the type of recurrent unit influence the prediction performance?

The null hypothesis states that there is no difference in the performance of the different recurrent units. The research hypothesis states that the performance of the gated LSTM and GRU is higher than that of the non-gated RNN. This hypothesis is based on the preliminary results presented by Chung et al. [12] where LSTM and GRU models outperformed RNN models on several different tasks and the results presented by Dam, Tran, and Pham [13] where LSTM models outperformed RNN models on the task of modeling software code.

SQ2: How does the type of embedding influence the prediction performance?

The null hypothesis states that there is no difference in the performance of the different embedding types. The research hypothesis states that the performance of a CNN based embedding is higher than that of a lookup table embedding. This hypothesis is based on the results presented by Kim et al. [30] where a character-based CNN outperformed word-based models with a lookup table embedding.

SQ3: How does the number of hidden units in a network influence the prediction performance?

The null hypothesis states that there is no difference in the performance of networks with different numbers of hidden units. The research hypothesis states that the performance of networks with more hidden units is higher than that of networks with less hidden units. This hypothesis is based on the theory that networks with more hidden units have more representational power and if early stopping is used there is little loss in generalization performance for networks with excess capacity [8].
SQ4: How does stacking multiple layers in a network influence the prediction performance?

The null hypothesis states that there is no difference in the performance of networks with different numbers of stacked layers. The research hypothesis states that the performance of networks with more stacked layers is higher than that of networks with less stacked layers or a single layer. This hypothesis is based on the results from the experiments by Pascanu et al. [40] where several variants of deep RNN models outperformed more shallow RNN models.

SQ5: How does the length of the input for a network influence the prediction performance?

The null hypothesis states that there is no difference in the performance of networks with inputs of different lengths. The research hypothesis states that the performance of networks with longer input lengths is higher than that of networks with shorter input lengths. This hypothesis is based on the results from the experiments by Dam, Tran, and Pham [13] and Yin et al. [55] where higher performance scores were achieved with longer input lengths.

SQ6: How does using words or characters as input for a network influence the prediction performance?

The null hypothesis states that there is no difference in the performance of networks with characters or words as input. The research hypothesis states that the performance of networks with characters as input is higher than that of networks with words as input. This hypothesis is based on the research from Kim et al. [30] where character-based model outperformed word-based models. Additionally, the influence of the OOV word problem is much greater with word-based models as there are much less unique characters which makes it possible to use a relatively larger vocabulary while the absolute size of the vocabulary stays smaller.

3.2 Models

We experiment with recurrent models because recurrent networks outperform feed-forward networks in terms of accuracy at several other tasks such as time series forecasting [5] and speech recognition [48].

We focus mainly on LSTM based models over basic RNN and GRU based models because we aim to study among others the influence of the length of the input on the performance, and it is difficult for RNN models to learn long-term dependencies because of the vanishing and exploding gradient problems [4, 39]. Additionally, in the evaluation by Chung et al. [12] both LSTM and GRU based models outperformed RNN based models and in the experiments by Das and Shah [14] a GRU based model did not achieve competitive results. We experiment with RNN and GRU based models because the task and dataset in their experiments are different from ours and Chung et al. [12] note that “the choice of the type of gated recurrent unit may depend heavily on the dataset and corresponding task”. Chung et al. [12] use different numbers of units for the RNN, GRU and LSTM models so that the different models have approximately the same number of parameters. The reason the authors offer for this choice is that their aim is to compare the models fairly. We use the same number of units for the different types of recurrent units because the relation between the number of units and the number of parameters is a property of the type of unit. For a fair comparison, we will report not only the performance but also the number of parameters.

We experiment with models with different hidden sizes because optimization of the hidden size and batch size is crucial to good performance of RNNs [55]. We train all models with a batch size of 128 because time constraints limit the number of models we are able to train and a batch size of 128 should provide a good trade-off between the training speed and the accuracy of the estimation of the complete set. Additionally this batch size is still relatively small compared to the batch sizes in the experiments by Keskar et al. [29] who find that the models in their experiments achieve lower accuracies with larger batch sizes starting from a size of approximately 5000.

We experiment with models where a character-level convolutional network is used instead of word embeddings because the input vocabulary can be much smaller, subword information is available and these models have much fewer parameters.
3.2.1 RNN

We train several models based on recurrent units where we vary the type of unit and the size of the network. The input for these models is a fixed length sequence of tokens on which we train word embeddings. These word embeddings are passed to the RNN layer and the output of the RNN layer is passed to a densely connected layer with a dimensionality of the size of the vocabulary. These models are illustrated in Figure 3.1.

![Figure 3.1: RNN model](image)

3.2.2 GRU

We train one model based on gated recurrent units with a single layer of 128 units using five words as input. The design of this model is the same as that of the non-gated RNN model illustrated in Figure 3.1 except that the type of RNN unit is different.

3.2.3 LSTM

We train several models based on long short-term memory units. The design of these models is the same as that of the non-gated RNN and GRU models illustrated in Figure 3.1 except that the type of RNN unit is different. To evaluate the influence of the size of the network on the prediction performance we train four single layer models with 128, 256, 512 and 1024 units using five words as input. To evaluate the influence of the number of words used as input we train single layer models with 128 and 512 units on 5, 10 and 20 words and additionally the model with 512 units on 1, 2 and 15 words.

Multiple layers

In addition to the single layer models, we train two models, with two and three layers of 128 hidden units on five input words and two models with three layers of 512 hidden units on 10 and 15 input words. We use these models to evaluate the influence of stacking multiple layers on the performance. The two-layer model is illustrated in Figure 3.2, the design of the three-layer is similar with one extra layer.

![Figure 3.2: Two-layer RNN model](image)

Character input

We experiment with two models based on single layers of 128 and 512 units using 10 characters as input.
3.2.4 CNN-LSTM

We experiment with several CNN based models with two different architectures and various combinations of hyperparameters. This design is based on the approach from Kim et al. [30] of which we use only the character-CNN technique because while the authors also propose other techniques such as a highway layer we aim to evaluate the influence of the type of embedding and the authors note that in their experiments the model where only the embedding is replaced performs well. In one variant, the vectors from a lookup table embedding are used as input for the CNN. In the other variant the input for the model is directly passed to the CNN without a lookup table embedding. The designs of these variants are illustrated in Figure 3.3.

![Figure 3.3: CNN RNN models](image)

Character input

We experiment with four models with characters as input. Two models with a lookup table embedding, 128 hidden units and input lengths of 10 and 20. The other two models have no lookup table embedding, both input lengths of 10 and 128 and 512 hidden units.

3.3 Implementation details

3.3.1 Vocabulary size

We limit the vocabulary to 74,064 words so that tokens that occur less than five times in the training set are replaced by a special *unknown* token. This is the same limit that Hellendoorn and Devanbu [21] used in their work. We chose to use the same limit to be able to compare and combine the approaches as we also use the same dataset. The limit is similar to the limits used by White et al. [52] (71,293) and Dam, Tran, and Pham [13] (81,213). Some examples of words that are replaced by the *unknown* token are: 'getGroovyProblemTypes', 'testCustomLayoutSubgraphFilteredAccess', 'testGridLayoutAlgorithmEmptyGraph'.

3.3.2 Overcoming the OOV word problem

One approach to address the OOV word problem is to limit the scope to a specific domain. This approach is common in code completion research, i.e. VCC[46] is limited to single projects, SLANG[45] is limited to API usage and PBN[44] is limited to framework usage. Allamanis and Sutton [1] analyzed a large Java source code corpus and note that "API calls are significantly more predictable compared to types and variable names."[1,
A different approach is to combine the model with an N-gram model. In case the sequence-to-sequence model predicts an unknown token the prediction from the N-gram model is used instead. This approach has the potential to allow a more general application of the code recommendations, and Hellendoorn and Devanbu [21] found that the combination of an LSTM and an N-gram model achieved a lower entropy than either model separately. Another approach is to replace the embedding layer that is commonly used in combination with an LSTM with a convolutional neural network (CNN). Kim et al. [30] describe this approach and evaluate it on several natural languages. The results show that the approach achieves state-of-the-art accuracy with fewer parameters. Furthermore, Józefowicz et al. [26] compare several models and combinations of models on the task of natural language modeling and find that the model based on this approach achieves the lowest perplexity of the compared single models. We experiment with the combination of a CNN with an LSTM to attempt to overcome the OOV problem in the input of a model. In the output we let the models suggest the unknown token for OOV words as our research is aimed at a general approach for code completion not limited to a specific domain. Predicting the unknown token makes it possible to combine multiple models as done by Hellendoorn and Devanbu [21] who make suggestions with an N-gram in case an LSTM predicts an unknown token.

3.3.3 Overfitting

There are several approaches to prevent models from overfitting the training data. An approach that is commonly used is the dropout technique as described by Hinton et al. [24] where random units of the network are dropped during training. L1 or L2 regularization [38] and weight decay [36], which is equivalent to L2 regularization depending on the optimizer and parameters, are also frequently used. Furthermore, there is max-out regularization [18], and multiple techniques can also be combined, e.g. max-out is often combined with dropout. A common factor with all of these approaches is that they are generally used when training for multiple epochs and thus repeatedly adjusting the model to the same data. Training for multiple epochs is common because especially larger models require many adjustments before they fit the training data well and there is often not enough data available to do this in one epoch. For the task of modeling source code, the availability of data is not a problem. As mentioned in § 2.3 we only use 1% of a Java corpus [1] and more data can relatively easily be collected by mining open-source code repositories. In contrast, many other machine learning tasks require data that is manually labeled by humans making it very resource intensive to collect more data. To prevent the networks from overfitting the training data we train the models only for a single epoch. This approach can be seen as a form of early stopping [42].

3.3.4 Optimizer

We use the Adam optimizer [31] for all models. The research from Keskar and Socher [28] and Wilson et al. [53] suggests that the generalization performance may be increased when using stochastic gradient descent (SGD) with well-tuned parameters. Because we test many different models, tuning the parameters for every model would be very time consuming, and, more importantly, the parameters would be extra variables that influence the results. This would make it more difficult to evaluate the influence of other variables such as the type of recurrent unit. Using the same parameters for all models allows for a better comparison between the variables of which we aim to evaluate the influence. Additionally, the differences in the performance of SGD and Adam in the experiments in both papers are differences in the generalization of the model i.e. the models trained with the Adam optimizer were overfitting more quickly in the experiments and our approach to prevent overfitting is different from the approaches from Keskar and Socher [28] and Wilson et al. [53].

3.4 Data preparation

3.4.1 Collection

As mentioned in § 2.3 we use a part of the dataset that Allamanis and Sutton [1] collected from GitHub repositories. The Java source code files can be downloaded in compressed form and are split up in separate folders for each project. Hellendoorn and Devanbu [21] made lists available with the projects in the training, validation, and testing sets that they used in their research. To get the same dataset and split the data into training, validation, and
testing sets we extracted the folders from the lists from the full archive.

3.4.2 Tokenization

We lex the source code to split the code in separate tokens and remove whitespace outside of strings. Depending on whether words or characters are used as input for the model sequences of tokens or characters are created. For both models, all input tokens or characters and output tokens are mapped to integers so that these can be easily converted to vectors.

3.4.3 Encoding

For models with a lookup table embedding, the integers representing words or characters are used as the index for a table containing the vector representations.

For the models without a lookup table, the integers are one-hot encoded. This is a more accurate representation because the data is not ordinal and an order was introduced by mapping the words or characters to integers.

3.5 Evaluation

We evaluate all models on the validation dataset. On the test set, we evaluate only the model that achieves the best performance on the validation set. Evaluating only a single model on the test set is necessary because evaluating multiple models on the test set would mean that a parameter, which of the models is used, is trained specifically on the test set and that would harm the validity of the results.

3.5.1 Accuracy

We mainly report the accuracy metric for the different models. The accuracy is the ratio of the number of correct predictions compared to the total number of predictions. The accuracy is especially useful when the aim is to suggest sequences based on multiple single token predictions as described in § 1.4. We report the achieved accuracy for each of the trained models. The accuracy of a trained model can be used as an indication for the performance of the design of the model on the task of code completion when only a single suggestion is made instead of a list of suggestions.

3.5.2 Mean reciprocal rank

The MRR is a measure for the probability of correctness for multiple results. The rank is calculated by dividing the probability for a correct result by the rank of the result. To illustrate, suppose a model is used three times to make five suggestions at a time. If the first time the first suggestion is correct, the second time the fourth and the last time none of the suggestions are correct the MRR would be \((1/1 + 1/4 + 0)/3 \approx 0.42\). We calculate the MRR using the top-10 suggestions. We report the MRR for the model that we evaluate on the test set. The MRR is relevant for the code completion task because the metric takes into account that the rank of correct suggestions influences the usefulness of the suggestions e.g. the score is higher when the first prediction is correct than when the 10th prediction is correct. The accuracy, on the other hand, is based solely on the first suggestion. Additionally calculating the MRR allows us to compare our results to those from Hellendoorn and Devanbu [21] because the authors mainly report the MRR scores for their experiments.

3.5.3 Significance

To test the significance of our results we train and evaluate several model designs two times. Training specific designs multiple times is necessary because parameters that influence the performance are assigned random values (i.e. initial weights). Lawrence et al. [33] show that different starting conditions can lead to different results and moreover that the distribution of the results can vary widely depending on the architecture. We argue that to test the significance it is insufficient to evaluate a specific trained model on multiple sentences in a dataset. In our opinion to evaluate a design instead of a specific model one prediction should not be considered as a sample. Instead, the evaluation of one trained model on the complete validation set should
be considered as one sample. A drawback of considering one complete evaluation to be one sample is that it makes it infeasible to acquire many different samples because of the increased computational cost per sample. A drawback of considering one prediction as one sample is that small differences caused by random parameters in a specific model can be viewed as being significant. We believe that marking differences caused by randomly assigned parameters as significant is a far greater problem than testing the significance with a small number of samples because the small number of samples is reported and can thus be considered together with the result of the significance test. We use the randomization model[15] to calculate the $p$-value. With this model, the inferences are limited to the models in the study. We compare the difference in the mean accuracy of two groups with two trained models per group. Because the inferences and the number of samples are limited we use a confidence level of $a = 0.01$. 
Chapter 4

Analysis

In § 4.1 we show that for the task of code completion the performance difference between different types of recurrent units is small. In § 4.2 we show that in our experiments the combination of a CNN with an LSTM achieves a performance similar to the combination of a lookup table embedding with an LSTM and that the combination of a lookup table embedding with a CNN and an LSTM performs slightly worse. In § 4.3 we show how different hyperparameters influence the performance of the models. Specifically in § 4.3.1 we show that in our experiments models with 512 hidden units perform better than models with 128 hidden units. In § 4.3.2 we show that the preliminary results regarding the number of layers in a model indicate that more layers can lead to a higher accuracy and that these models are more difficult to train. In § 4.3.3 we show that an LSTM model with 512 hidden units achieves a higher performance with five input words than with one input word and a higher performance with 10 input words than with five input words. In § 4.3.4 we show that in our experiments the performance per average number of tokens is higher with a word based model than with character based models. In § 4.3.5 we show that one of the most simple models we experimented with starts to overfit after the first epoch. In § 4.3.7 we report that the best performing model achieves an MRR of 69.7% and we compare this to the models and results from Hellendoorn and Devanbu [21]. Finally in § 4.4 we summarize the main results that determined the different aspects of the best performing model. Table 4.1 shows an overview with the hyperparameters and validation accuracy of all models that we trained and evaluated.
Table 4.1: Overview of all models

<table>
<thead>
<tr>
<th>Embedding</th>
<th>Input</th>
<th>Input length</th>
<th>Type</th>
<th>Units (per layer)</th>
<th>Total parameters</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>1 layer LSTM</td>
<td>512</td>
<td>49M</td>
<td>0.315</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1 layer LSTM</td>
<td>512</td>
<td>49M</td>
<td>0.434</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1 layer RNN</td>
<td>128</td>
<td>19M</td>
<td>0.512</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1 layer LSTM</td>
<td>128</td>
<td>19M</td>
<td>0.511</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>2 layer LSTM</td>
<td>256</td>
<td>29M</td>
<td>0.513</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>3 layer LSTM</td>
<td>512</td>
<td>49M</td>
<td>0.515</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1 layer LSTM</td>
<td>1024</td>
<td>90M</td>
<td>0.519</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>3 layer LSTM</td>
<td>128</td>
<td>19M</td>
<td>0.512</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1 layer LSTM</td>
<td>128</td>
<td>19M</td>
<td>0.511</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>2 layer LSTM</td>
<td>512</td>
<td>53M</td>
<td>0.514</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1 layer LSTM</td>
<td>128</td>
<td>19M</td>
<td>0.508</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>CNN + LSTM</td>
<td>128</td>
<td>19M</td>
<td>0.495</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1 layer LSTM</td>
<td>128</td>
<td>19M</td>
<td>0.543</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>2 layer LSTM</td>
<td>512</td>
<td>49M</td>
<td>0.553</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>3 layer LSTM</td>
<td>512</td>
<td>53M</td>
<td>0.092</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1 layer LSTM</td>
<td>512</td>
<td>49M</td>
<td>0.084</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>3 layer LSTM</td>
<td>512</td>
<td>53M</td>
<td>0.092</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1 layer LSTM</td>
<td>128</td>
<td>19M</td>
<td>0.092</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1 layer LSTM</td>
<td>512</td>
<td>49M</td>
<td>0.084</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>CNN + LSTM</td>
<td>128</td>
<td>19M</td>
<td>0.390</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>CNN + LSTM</td>
<td>512</td>
<td>39M</td>
<td>0.394</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>CNN + LSTM</td>
<td>128</td>
<td>10M</td>
<td>0.390</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>CNN + LSTM</td>
<td>512</td>
<td>39M</td>
<td>0.390</td>
</tr>
</tbody>
</table>

* These models are trained two times and the accuracy is the mean of two evaluations.
† This model is trained on a dataset that is approximately twice the size of the other models.

4.1 Choice of recurrent unit

Table 4.2 shows that there is a small difference in the validation accuracy between the models based on different RNN types. The models were trained with 5 words as input and a word embedding with 128 dimensions. The RNN model achieves the highest accuracy while it has the lowest number of parameters.

<table>
<thead>
<tr>
<th>Unit type</th>
<th>Parameters</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>RNN</td>
<td>19,067,601</td>
<td>0.5115</td>
</tr>
<tr>
<td>LSTM</td>
<td>19,166,289</td>
<td>0.5111</td>
</tr>
<tr>
<td>GRU</td>
<td>19,133,393</td>
<td>0.5077</td>
</tr>
</tbody>
</table>

Table 4.2: Validation accuracy of models with different types of recurrent units

Figure 4.1 shows the training accuracy over one epoch for the RNN, LSTM and GRU models.

SQ1: How does the type of recurrent unit influence the prediction performance?

The null hypothesis states that there is no difference in the performance of the different recurrent units. The research hypothesis states that the performance of the gated LSTM and GRU is higher than that of the non-gated RNN. Because the differences in the accuracies of the different models are very small we trained
Figure 4.1: Training accuracy over one epoch of models with different recurrent unit types
each of the models only one time. The results are preliminary, we report the accuracy for each of the trained
models and we do not reject the null hypothesis.

Takeaway
The preliminary results show that in our experiments there are only slight differences in the performance of
different types of recurrent units in models with a single hidden layer of 128 units and an input length of 5
tokens on the task of code completion.

4.2 Choice of embedding

Table 4.3 shows that using either a lookup table or a CNN to transform character tokens into vectors leads to
similar performance. Applying a CNN on the vectors from a lookup table leads to a lower performance.

<table>
<thead>
<tr>
<th>Lookup table embedding</th>
<th>CNN</th>
<th>LSTM size</th>
<th>Total parameters</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>√</td>
<td>√</td>
<td>128</td>
<td>9.78M</td>
<td>0.3793</td>
</tr>
<tr>
<td>√</td>
<td>×</td>
<td>128</td>
<td>9.70M</td>
<td>0.3902</td>
</tr>
<tr>
<td>×</td>
<td>√</td>
<td>128</td>
<td>9.75M</td>
<td>0.3937</td>
</tr>
<tr>
<td>√</td>
<td>×</td>
<td>512</td>
<td>39.32M</td>
<td>0.4067</td>
</tr>
<tr>
<td>×</td>
<td>√</td>
<td>512</td>
<td>39.37M</td>
<td>0.3902</td>
</tr>
</tbody>
</table>

Table 4.3: Validation accuracy of LSTM models with different embedding types with 10 characters as input

SQ2: How does the type of embedding influence the prediction performance?

The null hypothesis states that there is no difference in the performance of the different embedding types.
The research hypothesis states that the performance of a CNN based embedding will be higher than that of
a lookup table embedding. We trained each of the models a single time because these models have characters
as input and in our experiments, these are outperformed by the models with words as input. The models have
characters as input because the design is based on the approach from Kim et al. [30]. We report the results for
all trained models and we do not reject the null hypothesis.

Takeaway
The preliminary results indicate that the combination of a lookup table embedding and a CNN achieves a
lower performance than either of these separately. In our experiments, the separate embedding types achieved
a similar accuracy.

4.3 Hyperparameter search

4.3.1 Number of hidden units

Table 4.4 shows the accuracies of LSTM models with different numbers of hidden units and input lengths
and types. When using the mean accuracy for models that were trained multiple times in all cases a higher
number of hidden units leads to a higher performance.

Figure 4.2 shows the training accuracy over one epoch for the four models with 5 words as input. LSTM 512
appears twice because we trained this design two times. The models with more hidden units achieve a higher
training accuracy after training for the same number of batches than the models with less hidden units.

SQ3: How does the number of hidden units in a network influence the prediction performance?

The null hypothesis states that there is no difference in the performance of networks with different numbers
of hidden units. The research hypothesis states that the performance of networks with more hidden units
will be higher than that of networks with less hidden units. The mean accuracy of the models with 128 hidden
<table>
<thead>
<tr>
<th>Units</th>
<th>Input length and type</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>5 word</td>
</tr>
<tr>
<td>128</td>
<td>0.5111</td>
</tr>
<tr>
<td>256</td>
<td>0.5127</td>
</tr>
<tr>
<td>512</td>
<td>0.5073</td>
</tr>
<tr>
<td>1024</td>
<td>0.5185</td>
</tr>
</tbody>
</table>

Table 4.4: Validation accuracy of models with different numbers of hidden units and input lengths

![Graph](image.png)

Figure 4.2: Training accuracy over one epoch of LSTM models with different numbers of hidden units
units and 10 input words is 0.5429 and the mean accuracy of the models with 512 hidden units is 0.5526. The mean accuracy of the models with 512 hidden units is thus 0.0097 higher. We trained the models with 128 and 512 hidden units and 10 words as input two times and calculate the $p$-value to determine the statistical significance of our results. As described in § 3.5.3 we use the randomization model to test whether the observed differences are significant. For the difference between 128 and 512 hidden units $p = 0.00$. With a significance level of $\alpha = 0.01$ the difference is statistically significant thus we reject the null hypothesis and accept the research hypothesis for the models with 128 and 512 hidden units and 10 words as input. We trained the other models in the table only a single time and thus do not test the significance of the differences. The preliminary results show that in the experiments for each input length and type the mean accuracy is higher for models with more hidden units.

**Takeaway**

The mean accuracy of models with 512 hidden units is significantly higher than with 128 units using 10 words as input. For the other combinations of the number of hidden units, input length and type the preliminary results indicate that more hidden units lead to a higher performance and training speed per batch.

### 4.3.2 Number of layers

In Table 4.5 we show both the training accuracy and the validation accuracy for LSTM models with one layer or a two or three stacked layers. We show the training accuracy in the table for these models because the models with a higher validation accuracy have a lower training accuracy while in the comparisons of the other models nearly all of the models with a higher validation accuracy also have a higher training accuracy. Figure 4.3 shows that the training accuracy during one epoch of training is lower for the models with more stacked layers.

<table>
<thead>
<tr>
<th>Layers</th>
<th>Training accuracy</th>
<th>Validation accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.6028</td>
<td>0.5111</td>
</tr>
<tr>
<td>2</td>
<td>0.5921</td>
<td>0.5121</td>
</tr>
<tr>
<td>3</td>
<td>0.5734</td>
<td>0.5207</td>
</tr>
</tbody>
</table>

Table 4.5: Training and validation accuracy of LSTM models with different numbers of layers of 128 hidden units and 5 words as input

<table>
<thead>
<tr>
<th>Layers</th>
<th>5 input words</th>
<th>10 input words</th>
<th>15 input words</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.6241</td>
<td>0.5221</td>
<td>0.6194</td>
</tr>
<tr>
<td>3</td>
<td>0.5766</td>
<td>0.5135</td>
<td>0.0822</td>
</tr>
</tbody>
</table>

Table 4.6: Training and validation accuracy of LSTM models with different numbers of layers of 512 hidden units and 5, 10 or 15 words as input

**SQ4: How does stacking multiple layers in a network influence the prediction performance?**

The **null hypothesis** states that there is no difference in the performance of networks with different numbers of stacked layers. The **research hypothesis** states that the performance of networks with more stacked layers will be higher than that of networks with less stacked layer or a single layer. We train the different models only a single time and report all accuracies because the accuracy differences for models with 128 hidden units are small and of the four models with 10 and 15 input words three failed to learn during the training. We can thus not test the significance of these differences.

**Takeaway**

The preliminary results indicate that three layers lead to better generalization than one layer for the LSTM models with 128 hidden units. For the LSTM models with 512 hidden units and 10 input words, the variant with
Figure 4.3: Training accuracy over one epoch of LSTM models with different numbers of layers
three layers fails to learn during training while the variant with a single layer is one of the best performing models in our experiments.

### 4.3.3 Input length

Table 4.7 shows that the accuracy of LSTM models with 128 and 512 hidden units increases when more word tokens are used as input up to 10 tokens. With 15 or 20 tokens as input, the models fail to learn and the accuracy does not improve during training. We observe a similar result with the character based models, where the CNN-LSTM with 128 hidden units achieves an accuracy of 0.3793 with an input length of 10 and an accuracy of 0.0850 with an input length of 20.

<table>
<thead>
<tr>
<th>Input length</th>
<th>Hidden units</th>
<th>128</th>
<th>512</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-</td>
<td>0.3141</td>
<td>0.3157</td>
</tr>
<tr>
<td>2</td>
<td>-</td>
<td>0.4341</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>0.5111</td>
<td>0.5073</td>
<td>0.5221</td>
</tr>
<tr>
<td>10</td>
<td>0.5401</td>
<td>0.5516</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>-</td>
<td>0.0841</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>0.0924</td>
<td>0.0841</td>
<td></td>
</tr>
</tbody>
</table>

Table 4.7: Validation accuracy of LSTM models with different numbers of hidden units and input lengths

**SQ5: How does the length of the input for a network influence the prediction performance?**

The **null hypothesis** states that there is no difference in the performance of networks with inputs of different lengths. The **research hypothesis** states that the performance of networks with longer input lengths will be higher than that of networks with shorter input lengths. We trained the models with 512 hidden units and one, five and 10 words as input two times and calculate the $p$-value to determine the statistical significance of our results. As described in § 3.5.3 we use the randomization model to test whether the observed differences are significant. For the difference between both one and five input words and five and 10 input words $p = 0.00$. With a significance level of $\alpha = 0.01$ both differences are statistically significant thus we reject the null hypothesis and accept the research hypothesis for input lengths of one, five and 10. With input lengths of 15 and 20, the models fail to learn and the accuracy on the validation set is below 10%.

**Takeaway**

For the LSTM models with 512 hidden units, an input length of 10 words leads to a significantly higher accuracy than an input length of five words. An input length of five words leads to significantly higher accuracy than an input length of one word. The models in our experiments fail to learn with input lengths of 10 and 15 words.

### 4.3.4 Word vs. character input

Table 4.8 shows the validation accuracy for the different models with characters as input instead of words. The average length of the word input tokens is approximately 3.9 characters. When adding one character to separate the words 10 characters as input would thus contain on average approximately two word tokens.

**SQ6: How does using words or characters as input for a network influence the prediction performance?**

The **null hypothesis** states that there is no difference in the performance of networks with characters or words as input. The **research hypothesis** states that the performance of networks with characters as input
<table>
<thead>
<tr>
<th>Embedding</th>
<th>Input length</th>
<th>Type</th>
<th>Hidden units</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lookup</td>
<td>2 words</td>
<td>LSTM</td>
<td>512</td>
<td>0.4341</td>
</tr>
<tr>
<td></td>
<td>10 characters</td>
<td>LSTM</td>
<td>512</td>
<td>0.4067</td>
</tr>
<tr>
<td></td>
<td></td>
<td>CNN + LSTM</td>
<td>128</td>
<td>0.3793</td>
</tr>
<tr>
<td>CNN</td>
<td>20 characters</td>
<td>CNN + LSTM</td>
<td>128</td>
<td>0.0850</td>
</tr>
<tr>
<td></td>
<td>10 characters</td>
<td>LSTM</td>
<td>512</td>
<td>0.3937</td>
</tr>
</tbody>
</table>

Table 4.8: Validation accuracy of the models with character inputs

will be higher than that of networks with words as input. We compare the models with 10 characters as input with a word-based model with two tokens as input because as mentioned in § 4.3.4 the average token length is 3.9 characters. The word based LSTM model with 512 hidden units and two input words achieves a higher accuracy than all of the character based models. We trained these models a single time and report all results. Although the preliminary results indicate that the performance is lower with characters as input than with words as input without multiple results per model we do not reject the null hypothesis.

**Takeaway**

The preliminary results indicate that the accuracy is higher when using words as input than when using characters as input.

### 4.3.5 Number of epochs

Figure 4.4 shows the training and validation accuracy and loss of the single layer LSTM model with 128 hidden units and an input of five words. After the first epoch, the training accuracy keeps increasing and the loss decreasing while the opposite is the case for the validation accuracy and loss. The model is thus overfitting the training data from the second epoch on.

![Figure 4.4](image)

Figure 4.4: Accuracy and loss for the single Layer LSTM model with 128 hidden units and 5 words as input

### 4.3.6 Amount of training data

Table 4.9 shows that the single layer LSTM model with 512 hidden units achieves a higher accuracy when trained on more data. The accuracy of this model on the test set is 61.0%. The final training accuracy of the model trained on 2% of the data is 0.6468 while the training accuracies of the models trained on 1% of the data...
<table>
<thead>
<tr>
<th>Training tokens</th>
<th>16M</th>
<th>33M</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>0.5526</td>
<td>0.5862</td>
</tr>
</tbody>
</table>

This model is trained two times and the accuracy is the mean of two evaluations.

Table 4.9: Validation accuracy of the LSTM model with 512 hidden units trained on different amounts of data are 0.6315 and 0.6194. These differences are smaller than the differences in the validation accuracy (0.5862 with 2% data vs. 0.5535 and 0.5516 with 1% data) which indicates that the generalization of the model is better.

Figure 4.5 shows the training accuracy of the three models over one epoch. The progress is relative to the 2% dataset.

![Training accuracy graph](image)

Figure 4.5: Training accuracy over one epoch of the single layer LSTM model with 512 hidden units and different amounts of data

### 4.3.7 Mean reciprocal rank

The single layer LSTM model with 512 hidden units trained on the 2% dataset achieves an MRR of 69.7% on the test set. To compare this result to the results from Hellendoorn and Devanbu [21] the ‘static setting’ with vocabulary limits is the most similar. With that setting the plain n-gram achieves an MRR of 58.0%, the LSTM/300 achieves an MRR of 66.1%, the LSTM/650 achieves an MRR of 67.9% and the n-gram with cache achieves an MRR of 75.7%. An important difference between the LSTM 512 model and the n-gram model with
cache is that the cache contains local information while the state of the LSTM is reset for every prediction and thus does not contain local information. The LSTM 512 contains only a single hidden layer with 512 units while LSTM/650 contains two hidden layers with 650 units. Furthermore, the LSTM/650 is trained for 39 epochs while the LSTM 512 is trained for a single epoch. Lastly, the LSTM 512 is trained on approximately 2% of the dataset while the other models are trained on 1% of the dataset.

4.4 Summary of the main results

To answer the research question ‘*How can recurrent neural networks be used for code completion?*’ we summarize the results of the choices that achieved the highest accuracy in our experiments. The model with a single LSTM layer, 512 hidden units, a lookup table embedding and 10 words as input trained on the largest of the two used datasets achieved an accuracy of 0.5862 on the validation set which is the highest accuracy of all models in our results. The accuracy of this model on the test set is 61.0% and the MRR is 69.7%. The choice for LSTM’s as recurrent units is motivated by the results achieved on natural language tasks and the intention to increase the input length further in the future. When using five words as input, the preliminary results indicate that the differences in the accuracy are very slight for the different types of units. In our experiments, the mean accuracy of models with 512 hidden units is significantly higher than that of models with 128 hidden units. The preliminary results indicate that increasing the number of hidden units further may lead to a higher performance with the drawback that models will then require more computational power to train. Currently, the choice of embedding and the input type are connected because the CNN is only used with characters as input. While preliminary results show a similar accuracy with a lookup table or a CNN we found that the word based models achieved a higher performance and are relatively less impacted by the problems we encounter with long input lengths. The input length of 10 words is motivated by the significant positive difference in the mean accuracy we found over using five words or one word as input.
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Discussion

5.1 Difficulty of the task

The differences in the performance of the models with different recurrent unit types in our experiments are small and the differences in the performance of the models with different numbers of hidden units are also small. While there are several differences in the setup of the experiments by Chung et al. [12] we can compare their findings to our results. The differences are described in § 3.2, the main difference is that in our experiments the number of hidden units for the different unit types is the same (128) which results in different numbers of parameters for the models while in the experiments by Chung et al. [12] the numbers of units for the RNN, LSTM, and GRU were chosen specifically to make the numbers of parameters approximately the same. Chung et al. [12] found that the LSTM and GRU models outperform the RNN models on different tasks with the exception of one of which they note that it is less challenging than the others. On the less difficult task, the difference between gated and non-gated units was smaller. Furthermore, training with longer sequences is more difficult[39] and five words is considered short. The results from the different models indicate that the task of predicting code tokens based on five previous tokens with an accuracy of approximately 51% may not be very challenging for recurrent neural networks. This is consistent with the finding from Hindle et al. [23] that there is regularity and repetitiveness in software code that can be modeled. Our results indicate that the task becomes more challenging when the aim is to achieve an accuracy over approximately 51%, when using more words as input and when building deeper models with more hidden layers.

5.2 Best architecture for code completion

Based on our results we present several suggestions to achieve the highest accuracy when designing a recurrent neural network model to predict code tokens based on previous tokens. These suggestions can be used both to build a code completion system and as a starting point or baseline for further research.

Number of hidden layers Using a single hidden layer in the network is recommended. This is mainly because training networks with more hidden layers is more difficult and we have seen only a small performance increase in the preliminary results compared to the influence of the input length.

Input length Using an input length of 10 is recommended. In our experiments, this is the maximum number of words or characters that we could train the models on. We have found that the performance with 10 words as input is significantly higher than with five words and that the performance with five words as input is significantly higher than with one word.

Number of hidden units Using 512 hidden units is recommended because in our experiments, the accuracy is significantly higher with 512 hidden units than with 128 hidden units. More hidden units may increase the performance further at a greater computational cost thus we recommend experimenting with increasing the number of hidden units when the training data is limited. Otherwise, we recommend training on more data as both will require extra computational power during training but a model with more hidden units also requires
more power when predicting while a model that is trained on more data does not. More training data should improve the generalization of the model and thus the accuracy.

**Input type** Using words as input is recommended because the preliminary results indicate that this leads to a higher accuracy.

**Embedding type** There is no recommendation for a specific embedding. In our experiments the model that achieves the highest accuracy has a lookup table embedding but this model was not compared to a variant with a CNN based embedding. The results from our experiments where we compared the accuracy of models with a lookup table embedding to the accuracy of models with a CNN based embedding are inconclusive.
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Threats to validity

We trained the models with similar accuracy scores in our comparisons only one time because time and computational power constraints required us to make a trade-off between training and evaluating multiple different models or evaluating the same models multiple times. Because there is not enough knowledge about the influence of different designs and hyperparameters specifically on the task of code completion and the similarity between natural language and programming language we choose to aim our research mainly at multiple different models. A sample size of one is too small to estimate the distribution of the performance of the different models and we can not assume that the distribution is normal[33] thus for the models that we trained a single time we did not test the significance of the observed differences and instead reported the results for these models as preliminary. We selected several models of which we tested whether the observed differences in the mean accuracy are significant and trained each of these models two times. This sample size is very small and because the inferences we made with the randomization model are limited to the models in the experiment we acknowledge that it would be preferable to have more trained models that could be used to test the significance of the observed differences.

The accuracy and MRR assign a score for the performance of the different models. The exact relation between this score and the usefulness of a model that makes code completion suggestions is unknown. Proksch, Lerch, and Mezini [44] have shown that too many suggestions can decrease the usefulness of a code recommender. Suggestions that appear lower in the list are less useful because they require more actions from the user to be selected. Using the MRR as an indication for code completion performance is based on the assumption that a correct suggestion is half as useful in the second position than the first, a third as useful in the third position etc. and it is not checked whether this assumption is correct.
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Conclusions

In this work, we presented recommendations for using recurrent neural networks for code completion. We show that in our experiments a model based on these recommendations achieved an accuracy of 61.0% and an MRR of 69.7% on the test set. We reported results to evaluate the influence of the choice of recurrent unit, the choice of embedding, the number of hidden units and layers in a network and the input length and type on the accuracy on the code completion task. We showed that in our experiments the mean accuracy of models with 512 hidden units is significantly higher than the mean accuracy of models with 128 hidden units. Furthermore, we showed that with the models in our experiments using 10 words as input lead to a significantly higher mean accuracy than using five words as input and that using five words as input lead to a significantly higher mean accuracy than using one word as input.

7.1 Future work

7.1.1 Input length

In future work the influence of different input lengths on the prediction accuracy can be explored. From one to five to 10 words the accuracy of the models in our experiments increased but with 15 words our models were unable to learn. We believe it is worth researching methods to train models on longer input lengths because there is more information contained in 15 words and intuitively this extra information would help achieve a higher accuracy if the models were able to utilize this. Furthermore, on several other tasks LSTM based networks have successfully learned dependencies with distances well over 15 words which makes it interesting to study why we observed a great increase in difficulty specifically for code completion.

7.1.2 Programming languages

The similarities and differences with code completion for other programming languages than Java can be studied. The method and models we presented can be easily adapted to experiment with other languages. We expect that the results would be similar for other static languages such as C#, but that they could be different for dynamic languages such as Python. Not only can the accuracy of different models be compared to evaluate whether the influence of specific design choices differs for different languages but with comparable models, the differences in repetitiveness and regularity of different languages could be studied.

7.1.3 Influence of stacked layers on generalization

As mentioned in § 4.3.2 we observed in our experiments that models achieved a lower training accuracy with more layers but a higher accuracy while in nearly all other comparisons a higher training accuracy corresponded to a higher validation accuracy. This is an interesting observation that can be further studied because we achieved the highest accuracy with a single model and the variant of this model with three layers failed to learn but may achieve a higher accuracy when it can be successfully trained.
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