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Abstract

We investigate two problems in order to improve a knowledge management system. The first problem is insert newly created tags, used to classify documents, to their semantically correct position in a taxonomy. To solve this previously unexplored problem we try several techniques including association rules, Bayesian network learning and a custom approach. The accuracy of tag insertion was 23.3% on realistic scenarios and 71.0% on adapted scenarios. This score leads us to conclude that this approach is not practically applicable. Data set analysis gives a good insight in why this score is low and gives motivation for further research. The second problem is tag recommendation. Our custom approach finds words that have most mutual information with the tag and selects these words to train a classifier for each tag in order to make a recommendation. The classifiers used are naive Bayes and support vector machines. The best setting has a micro average F$_1$ score of 0.197. This score leads us to conclude that this approach is not practically applicable.
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Chapter 1

Introduction

1.1 Motivation

For itself and some clients, Info Support is developing a knowledge management system. This system is characterized by its ability to answer questions like: “Who has knowledge about mobile development?”, “What knowledge does our company have of IT architecture with banks?”,”Which one of my colleagues has similar knowledge as I do?”.

Users can share and search content. Users can also rate content and the system will recommend content which is interesting to the user. In this process the system involves the user’s preferences, profile and self-learning and self-adaptation of the system.

Using the user ratings, the system builds a reputation about content. With these data a relevance score can be determined and adjusted. This concept can be compared to web search engines, they also rate pages and create a ranking based on search criteria, user feedback and user behaviour analysis.

For this knowledge management system, Info Support seeks algorithms for searching, rating and ranking. In the current situation, the user is offered the most relevant knowledge based on his profile, the process being executed, optional search criteria and rated content. Important requirements for this problem’s solution are correctness, limited search time and self-learning of the algorithms.

Info Support expects a theoretical framework with a design for a prototype and experiment set-up. With these, the chosen strategy can be tested. With the results, further improvements or alternatives can be developed and tested. Next to existing and proven algorithms and techniques, new ideas and concepts are welcome.

1.2 Background

Content in the system is tagged by users to describe it. For example, tags for this document could be “research”, “master thesis” and “graduation project”. These tags are also used in the user profiles to indicate their skills and interests. These tags are the most important input for the search algorithms to find similar users, content matching the search criteria and for recommending content the user may be interested in.

These tags are stored in a tree and form a taxonomy. A tag in the taxonomy can have an arbitrary number of children but always exactly one parent. Exceptions to these
rules are the root node (which has no parent) and the static tag “Uncategorised” (which also has no parent). The taxonomy represents is-a relations between the tags. At the top levels of the tree are the most general concepts, concepts at lower levels are more specific. Also a tag’s parent is a more general concept than the tag itself. For example: “Motor vehicle” is more general than “Car” and should therefore be the parent of “Car”. We denote this relation as “Motor vehicle” → “Car”. The idea behind this taxonomy and the is-a relation is that we can use this information when searching content. For example, suppose the taxonomy is “Vehicle” → “Motor vehicle” → { “Car”, “Truck” }. When content is assigned with the tag “Car”, it is also implicitly assigned with all tags on the path to the root (in this case “Motor vehicle” and “Vehicle”).

When searching for content tagged with “Motor vehicle” we will also find that document because of the implicitly assigned tags. Also some document assigned with the tag “Truck” will be found, again because of the implicit assignment. When we would search for the tag “Car” a document tagged with “Truck” will be ranked lower in the result set. This is because the tags “Car” and “Truck” are siblings in the taxonomy and therefore do not match. However, they have a common parent (and ancestors), “Motor vehicle” (and “Vehicle”), and therefore do have some similarity.

In ranking the search results exact matches are most relevant, after that content that is more specific (tags lower in the taxonomy) and lastly the content that is more general (tags higher in the taxonomy).

In the current situation, most of the system is self-learning and requires little administration by people. Based on the user ratings, content reputations are automatically adjusted and also the user profiles change because of that. This affects the search results, ranking and recommendations.

Maintaining the taxonomy requires administration by people and is sometimes a hard and time-consuming job. Therefore Info Support would like to improve or even fully automate this process.

Next to this problem of automated taxonomy expansion, Info Support would like to improve the user experience by incorporating tag recommendation. When a user creates a new document, he must assign at least one tag which describes the document. By providing tag recommendations, the user no longer needs to search the taxonomy to find tags that describe the document.

1.3 Goals

It is important to insert a new tag “X” into the taxonomy at the correct place to benefit from the is-a or is-part-of relations for this tag when searching documents. When a new tag “X” is introduced, it is inserted into the taxonomy as a child of the static tag “Uncategorised” (which has no parent). When this tag “X” is used to search documents, the concept of using ancestors and descendants cannot be used since the tag “X” has no descendants and only one parent, “Uncategorised”. This will obviously limit the search algorithm’s potential of finding matching or relevant documents.

Therefore it is important that “X” is inserted into the taxonomy at the correct place. In the current situation this is done manually by people. Because this is a time-consuming
process, Info Support would like to automate this process. The best position of this tag “X” in the taxonomy will have to be determined, based on the usage of the tag “X” (assignment to documents). All possible positions of the new tag “X” in the taxonomy can be ranked from best to worst. Based on this ranking, the tag can either be inserted at the best position automatically (based on some conditions) or the top \( k \) positions in this ranking can be presented to the user. The user may then select the best position and insert the tag there.

This would pose additional challenges but may also overcome limitations the taxonomy has. For example, suppose we would like to capture the relations between “Person”, “Sports fan” and “Student”. The is-a relations “Person” \( \rightarrow \) \{ “Sports fan”, “Student” \} hold but “Sports fan” and “Student” are not mutually exclusive but neither one more specific than the other.

The main focus of this research will be to solve the problem of inserting a new tag “X” into the taxonomy at the correct position. Additional focus is to investigate how tag recommendation for new documents can yield recommending tags the user would have tagged himself. Therefore we pose the research questions:

- Which techniques or algorithms can be used to insert a new tag into an existing taxonomy based on the assignment of this tag to documents?

  The most important question to answer is which techniques or algorithms can solve this problem and which of these is best. A number of approaches are possible, so first of all we need to analyse the system and the data to be able to determine which techniques or algorithms can be used. Next, the goal is to maximize the number of correct insertions of new tags into the taxonomy.

- Which techniques or algorithms can be used to handle multi-label classification for tag recommendation and how can the input features for the models be selected?

  The second question to answer is how we can handle multi-label classification since a document can be tagged with any number of tags. This is a more challenging problem than single-label classification. Another challenge is to select the features that will be the input to train the classification models. In literature, some common approaches are investigated and the question is whether these will work well on the data and whether other approaches may yield better results.

The next questions will have to be answered for each technique or algorithm:

- Is the taxonomy semantically correct after insertion of a new tag?

  An important property of the taxonomy is that, in the current situation, it is maintained by people. Therefore we assume it to be correct. It is important that the relations in the taxonomy are intuitive to people and correct (see Definition 1 and Assumption 1). For example that “Car” and “Train” are more specific than “Transportation” and not the other way around. To measure and verify this aspect, the taxonomy has to be checked manually after an insertion. Next to this approach, the current taxonomy (with the assumption that it is correct) can be used by removing a tag from the taxonomy and then run the technique or algorithm on this tag. If it inserts the tag at the same position it was in then we can consider it correct, otherwise incorrect.
• What is the accuracy of the technique or algorithm?

To be able to select the best technique or algorithm we need a way to assess its accuracy. Important to consider is that we would like the taxonomy to be semantically correct and to maximize the number of correct insertions of new tags into the taxonomy.

• What is the running time and scalability of the technique or algorithm?

To determine accuracy and performance, several aspects can be measured. Most important are correct insertions. Next, running time and scalability are important. Based on the running time in $O$-notation more can be said about scalability.

• Under what conditions does the technique or algorithm work well?

In these applications, the actual data plays a crucial role. Finding out in what conditions the technique or algorithm works well will provide more insight in how it should be used to ensure optimal accuracy and performance. This aspect can be experimented with by analysing certain aspects of the data set. These include the number of assigned tags per document and the number of co-occurring tag assignments.

1.4 Approach and requirements

There are several requirements the techniques and algorithms must meet to be practically applicable.

1.4.1 Domain independence

The system is deployed at Info Support and several clients, which all run an independent instance. Therefore, the system’s data set strongly depends on the company and users the system instance is used by. Info Support is an IT company and the system’s documents will mostly consist of technical IT-related articles and text documents. Clients in other branches will use the system for other (types of) documents. Therefore we require our techniques and algorithms to be domain independent. This implies that external knowledge (like the Wikipedia categorization [23] or Microsoft’s ProBase [22]) cannot be used. Concepts in these taxonomies are very general and try to capture common or even world-wide knowledge. For some companies the system’s documents may be very specific to the company, for example when describing company policies, processes and procedures. Obviously, for this very specific domain these external knowledge sources are useless.

1.4.2 Data set restrictions

Partly because of the domain independence, we prefer to only use the taxonomy and the tag sets assigned to documents but not the content. That is, next to the taxonomy we only require some way to uniquely identify a document and the set of tags explicitly
assigned to it. Implicit assignment of tags (see Definition 5) can be determined using the explicitly assigned tags (see Definition 4) and the taxonomy.

This requirement is also stated because any type of document can be handled, from texts in any language to presentation slides to videos. This makes the technique or algorithm independent of the document type and thus relies on the user’s ability to describe the documents by tagging.

However, using full text search may improve results. The text of a document will add information which may help to solve the problem. Note that this may not work on any data set since documents not always contain text. Documents always have a title which may also be used in the text search.

1.4.3 Running time

If the technique or algorithm is to be used online, a requirement is to provide the user with a result within 2 seconds. New tags are introduced only once in a while so if the algorithm is run off-line this constraint can be relaxed quite a bit. Imagine scheduling to run the algorithm or preprocessing at a time when the system is not used. In that case, the running time may be extended up to several hours.

Analogously for tag recommendation, the online part of the technique or algorithm has to provide the user with results within 2 seconds. Training these classifiers (or off-line parts or preprocessing) may take up to several hours.

1.5 Definitions

Definition 1 (Tag). A tag is a word or several words defining an (abstract) concept or (actual) thing, describing the content of a document.

Definition 2 (Document). A document consists of some (type of) content and a title. This document may contain text but also images, videos, presentation slides, schemes, links, etcetera. The document contains the knowledge being shared. Each document is described by at least one tag.

Definition 3 (Taxonomy). A taxonomy is a tree where nodes are tags and arcs represent the relations. We denote “parent” → “child” which represent a “child” is-a “parent” relation or a “child” is-part-of “parent” relation. Each node has exactly one parent, except for the root node and the static node with tag “Uncategorised”, which both have no parent. Each node can have any number of children.

Figure 1.1 shows an example taxonomy.

Documents have tags assigned to them but the distinction between explicit and implicit assignment is important.

Definition 4 (Explicitly assigned tags). Explicitly assigned tags are tags assigned to documents. These tags describe and classify the document.

Definition 5 (Implicitly assigned tags). Implicitly assigned tags are all tags that are ancestors of explicitly assigned tags in the taxonomy. These tags are more general concepts.
than the explicitly assigned tags and therefore also describe and classify the content. These implicitly assigned tags are not actually assigned to the document, but have to be derived using the taxonomy and the explicitly assigned tags.

A document is explicitly assigned at least one tag. This implies that the document may have any number of implicitly assigned tags. This implicit assignment is not stored with the document but can be derived from the explicitly assigned tags and the taxonomy. In the search algorithms, these implicitly assigned tags may be used for matching.

Implicitly assigned tags are not actually assigned to the document because the taxonomy may change. For example, when moving a tag which is a child of “Uncategorised” to some other position in the taxonomy. From this point on, the set of implicitly assigned tags has changed and this information can be used in the search algorithms.

Note that explicitly assigned tags may be parent/child or ancestor/descendant of one another. Users are free to explicitly assign any tag they like. This implies that the set of implicitly assigned tags may intersect the set of explicitly assigned tags.

**Definition 6** (Uncategorised tags). Uncategorised tags are tags whose parent in the taxonomy is the static tag “Uncategorised”. These tags are allowed to be assigned to documents.

**Definition 7** (Semantically correct). A tag’s position in the taxonomy is semantically correct if the relation “new tag” is-a “parent” or “new tag” is-part-of “parent” holds.

An example of a semantically correct situation would be that “Car” is a child of “Vehicle” since it is true that a car is a vehicle. An example of a semantically incorrect situation would be that “Student” is a child of “Language” since it is false that a student is a language.

Note that semantic correctness cannot be checked automatically but is based on human judgement.

Also note that for any tag there may be multiple semantically correct situations. For example, both “Vehicle” → “Car” → “Sports car” and “Vehicle” → { “Car”, “Sports car” } are semantically correct, even though we prefer the first.
Definition 8 (Accuracy). The accuracy of a technique or algorithm is its ability to insert new tags into the taxonomy at a semantically correct position.

1.6 Assumptions

Next to these definitions we also make an assumption.

Assumption 1. The existing taxonomy in the system is assumed to be semantically correct. This means that for all pairs of parent/child tags in the taxonomy, the expressed is-a relation or is-part-of relation actually holds.

The existing taxonomy is constructed and maintained by people with domain knowledge about the tags involved. This implies that all is-a and is-part-of relationships hold in the domain. Therefore we assume that the existing taxonomy is correct (Definition 7) to be able to automatically measure the algorithm’s accuracy (Definition 8) by using the taxonomy and this assumption.

Note that other situations may also be semantically correct but this assumption makes it possible to assess accuracy automatically. However, this will result in a crude accuracy assessment.

1.7 Requirements practical applicability

The goal of this project is to develop techniques and algorithms to solve the two problems in a practical application. To be able to decide whether the developed approach is practically applicable we define two accuracy thresholds.

Requirement 1 (Accuracy threshold automated taxonomy expansion). For the problem of automated taxonomy expansion we define an accuracy threshold of 80%. An approach with higher accuracy is considered practically applicable.

Requirement 2 (Accuracy threshold tag recommendation). For the problem of tag recommendation we define an accuracy threshold of 60% correct recommendations. An approach with higher accuracy is considered practically applicable.

1.8 Overview

This master thesis is structured as follows. In chapter 2 we compare our work with previous work done in the area. In chapter 3 all techniques and algorithms for automated taxonomy expansion are explained. In chapter 4 all techniques and algorithms for tag recommendation are discussed. Next, in chapter 5 the data set is described and analysed. In chapter 6 further details of the experimental set-up are described. In chapter 7 the experiment results are shown and discussed. In chapter 8 we conclude this thesis and provide suggestions for future work.
Chapter 2

Previous work

No literature was found about research that has been done about the exact problem of taxonomy expansion we are investigating. There is previous work to be found about some related problems.

Related research includes taxonomy construction. However, most research is about constructing an entire taxonomy instead of extending an existing taxonomy. Sujatha and Bandaru [6] build a taxonomy of the tags using several techniques. Another approach is to analyse the document texts and check for term co-occurrence like Kim and Lee [8] describe. This may be an interesting technique for discovering relations, but using text will not always work on the data set we use in this project. Important in all taxonomy construction techniques is the similarity measure. Overviews are provided by Resnik [16] and Tan et al. [37], [38]. For binary similarity and distance measures, Choi et al. [24] provide a survey.

Another related topic we consider in this project is tag recommendation. Van Leeuwen and Puspitaningrum [29] use associations in collaborative tagging systems. In this project, there is no collaborative tagging but we do use association rules. Tuarob et al. [34] investigated the tag recommendation problem for a controlled tag library, similar to this project. Difference is that it is applied to environmental science metadata, which is different to the data set we use. In that data set, each document consists of text of which the title, abstract and description are preprocessed and then used as document context. In our data set this information is not available. Song et al. [35] investigated a fast, real-time technique for tag recommendation. However, it uses the text in documents, which will not always work for the data set we use in this project because we allow documents of any type of content, for example images, videos, presentation slides, etcetera. Song et al. [36] use a tag hierarchy to derive new tag recommendations.

Techniques we try in this project are association rules and association rule mining. Interesting literature includes Agrawal et al. [15] which is about mining association rules from large databases. Srikant and Agrawal [20] present generalised association rule mining. For multiple-level association rules involving a hierarchy, Han and Fu [21] developed several algorithms. The book by Sullivan [18] includes chapters about association rules and Bayesian statistics. Chapters in Larose [17] cover association rules and clustering techniques. More general books about data mining include Rajaraman et al. [1] and Hastie et al. [11], which include topics like frequent item sets, A-Priori, clustering, recommendation, association rules and graphical models. All of which gave inspiration for
finding techniques to solve the two problems in this project.

Another field of interest in research is using the text of a document itself for concept extraction and taxonomy construction. Ontology-based feature extraction from text resources is discussed by Vicent et al. [7]. It is interesting to automatically construct an ontology from text, but in this project we investigate the problem of extending an existing taxonomy. Liu et al. [3] construct a taxonomy from keywords using a Bayesian approach. Compared to this project we already have a taxonomy, so expansion is more relevant than construction. Still, we might use ideas from these papers to improve our techniques and obtain higher accuracy for documents containing text.

A Bayesian approach to hierarchical classification and using a taxonomy is investigated by Cesa-Bianchi et al. [28]. Interesting is that it learns a hierarchical classifier, which could be useful for tag recommendation and taxonomy expansion in this project.

In some research, external knowledge sources are used for taxonomy construction. For example, Medelyan et al. [4] first extract concepts from text and link them to several external knowledge sources. Picca and Popescu [10] also use external knowledge sources, but adopt super sense tagging as a preprocessing step. Super sense tagging is a natural language processing task that consists of annotating each entity in a text like nouns, verbs, etcetera with a general semantic taxonomy defined by the WordNet lexicographer classes. For this project, no external knowledge sources can be used since the domain of the data may be so specific that there is no source that contains this knowledge.

Another big topic in late research involves social tagging, semantic web and collective tagging. Balby Marinho et al. [33] present recommender systems for social tagging systems. Heymann and Garcia-Molina [14] propose an algorithm to construct a taxonomy for a collaborative tagging system. What makes these collaborative tagging systems different to the system in this project, is that all users can tag any document. In the system for this project, only the author can assign tags to a document. This makes the data sets fundamentally different and therefore requires different approaches. Aliakbary et al. [9] investigate an approach to classify web pages involving social tagging. Although the research is based on web page classification, the proposed framework provides inspiration for this project.

Other interesting research is by Yao et al. [12] which is about evolutionary taxonomy construction. Although this is beyond the scope of this project, it may be an interesting approach to apply to the system we investigate in this project.
Chapter 3

Techniques for automated taxonomy expansion

The major part of this research involved investigating automated taxonomy expansion. In this chapter, all techniques, algorithms and custom approaches we experimented with are discussed.

3.1 Association rules

To introduce the formal definition of association rules we looked at the definitions given by Agrawal et al. [15] and Srikant and Agrawal [20]. However, we state the definitions specific to this project. Amongst other differences, this means we have documents instead of transactions and tags instead of items.

Let $T$ be the set of tags in the taxonomy and let $D$ be the set of documents. We define the relation $A(t,d)$ where $t \in T$ and $d \in D$, which denotes that the tag $t$ is assigned to document $d$. Let the relation $I$ be equal to $A$, except that it denotes assignment of only the set of implicitly assigned tags and let $E$ denote only assignment of the set of explicitly assigned tags.

Now $D_t = \{d \in D | A(t,d)\}$ denotes documents to which the tag $t$ has been assigned. Let $D_X = \cap_{t \in X} D_t$ denote all documents to which all tags in the set $X$ have been assigned.

An association rule is defined as the implication of $X \Rightarrow t$ where $X$ is a subset of tags in $T$ ($X \subseteq T$) and $t$ a single tag in $T$ and not in $X$ ($t \in T \land t \notin X$). We call $X$ the antecedent and $t$ the consequent of the association rule.

Support is formally defined as:

$$\text{support}(X \Rightarrow t) = \frac{|D_{X \cup \{t\}}|}{|D|}$$  \hspace{1cm} (3.1)

The support of the association rule $X \Rightarrow t$ is defined as the ratio of documents in $D$ which have all tags in $X$ and $t$ assigned to them.

Confidence is formally defined as (also see the equations in Table 3.2):

$$\text{confidence}(X \Rightarrow t) = \frac{|D_{X \cup \{t\}}|}{|D_X|}$$  \hspace{1cm} (3.2)
The confidence of the association rule \( X \Rightarrow t \) is defined as the ratio of documents in \( \mathcal{D} \) which have all tags in \( X \) and \( t \) assigned to them over the number of documents which have all tags in \( X \) assigned to them.

Support is an important measure because a rule which has low support may occur by chance. If so, the rule is likely to be uninteresting. Confidence is also an important measure because it measures the reliability of the inference made by the rule. The higher the confidence for rule \( X \Rightarrow t \), the more likely it is for tag \( t \) to be assigned to documents the tags in \( X \) are assigned to.

### 3.2 Association rule mining

In general, association rules are mined from the data set. A naive approach would be to generate and evaluate all possible association rules. However, finding all subsets of \( \mathcal{T} \) already takes \( O(2^{\lvert \mathcal{T} \rvert}) \) time since \( \lvert \mathcal{P}(\mathcal{T}) \rvert = 2^{\lvert \mathcal{T} \rvert} \). Therefore this approach is not feasible for a realistic number of tags.

To overcome this issue we can prune rules from the set of all possible association rules. Rules which are not interesting anyway will not be computed. The Apriori algorithm \[39\], for example, sets a support threshold and prunes all rules which have a support value lower than the threshold.

In this project, we are interested in finding the correct parent in the taxonomy for a new tag (as described in section \[1.3\]). Therefore, association rules of the form \( t \Rightarrow x \) are interesting where \( x \) is a new tag currently not in the taxonomy and \( t \) some tag currently in the taxonomy. Since only these rules are of interest, the number of possible association rules is exactly \( \lvert \mathcal{T} \rvert \) (the number of tags) since potentially each tag can be the correct parent. The association rules to test are formally defined as:

\[
\{(t \Rightarrow x) \mid t \in \mathcal{T}\}
\]

All association rules generated have to be evaluated with an objective measure. Based on these values, a ranking can be made from most likely parent of \( x \) to least likely parent of \( x \) by sorting on these values. The tag “parent” in the new relation “parent” \( \rightarrow x \) is determined by selecting the tag which is ranked highest.

A rule \( t \Rightarrow x \) with high quality is an indication that \( t \) is a correct parent of \( x \). Because of the implicitly assigned tags and the taxonomy, any time a tag \( x \) is assigned to a document, it can also be assigned with the parent of \( x \) because that parent is a more general concept than \( x \). Since documents tagged with \( x \) can also be tagged with its parent tag, we expect that a high quality rule \( t \Rightarrow x \) indicates that \( t \) is a correct parent of \( x \).

### 3.3 Objective measures

For ranking the association rules, several symmetric and asymmetric objective measures are calculated. These are taken from Tan et al. \[19\]. Equation 3.1 defines the support. Table 3.1 displays a 2 way contingency table, this notation is used in the following equations. Table 3.2 lists the basic objective measures used in association rule mining. In Appendix \[A\] Table \[A.1\] lists the symmetric objective measures calculated and Table \[A.2\] lists the asymmetric objective measures calculated.
Because the data set is very sparse we suspect that objective measures which include
the number of true negatives will not perform well since the majority of cases will be a
true negative. Because the is-a and is-part-of relations are asymmetric, the asymmetric
objective measures may perform better than the symmetric objective measures.

| Predicted | Actual |  \
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$A(t,d)$</td>
<td>$\neg A(t,d)$</td>
</tr>
<tr>
<td>$tp$ (true positive)</td>
<td>$fp$ (false positive)</td>
</tr>
<tr>
<td>$fn$ (false negative)</td>
<td>$tn$ (true negative)</td>
</tr>
<tr>
<td>$tp$ (true positive rate)</td>
<td>$tnr$ (true negative rate)</td>
</tr>
<tr>
<td>$= tp + fn$</td>
<td>$= fp + tn$</td>
</tr>
</tbody>
</table>

Table 3.1: A 2-way contingency table for predicting tag assignment.

<table>
<thead>
<tr>
<th>Measure</th>
<th>Range</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Support</td>
<td>$(0...1)$</td>
<td>$s(A \Rightarrow B) = \frac{</td>
</tr>
<tr>
<td>Confidence</td>
<td>$(0...1)$</td>
<td>$c(A \Rightarrow B) = \frac{</td>
</tr>
<tr>
<td>Lift</td>
<td>$(0...</td>
<td>D</td>
</tr>
</tbody>
</table>

Table 3.2: Basic objective measures used in association rule mining.

3.4 Bayesian networks

Next to using association rules to find the correct parent for a new tag $x$, we consider
using Bayesian networks [25]. This choice is justified because using the implicitly assigned
tags means that when a document is tagged with tag $t$, we expect the document to be also
(implicitly) tagged with all ancestors of $t$. This implies that we expect the probability of
the document being tagged with the ancestors of $t$, given that it is tagged with $t$, is 1.
Formally, for any document $d$:

$$\forall x \in \text{ancestors}(t): Pr(A(x,d) \mid E(t,d)) = 1$$

This property is not used in association rules. Since a Bayesian network is a graph
and not a ranking of $|T|$ items like in association rules, we suspect a Bayesian network
can express more information than the association rules can. Since the Bayesian network
is more complex than association rules we might be able to draw better conclusions. In
the association rules we only look at the interaction of the inserted tag to all other tags.
In the Bayesian network all pairwise interactions are considered.

So we construct the Bayesian network from data and use the structure to derive the
most likely parent for a new tag $x$. 
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3.5 Bayesian network learning

To construct the Bayesian network from data we use two methods. The first method is the Chow-Liu algorithm [40] [27] [26] and the second method the ARACNE algorithm [41]. Both are implemented in R [42] in the package bnlearn [43] [44].

Both techniques calculate the mutual information between each pair of nodes. For discrete variables $T_1$ and $T_2$ the concrete formula is:

$$I(T_1, T_2) = \sum_{t_1 \in \{0, 1\}} \sum_{t_2 \in \{0, 1\}} P(t_1, t_2) \log \frac{P(t_1, t_2)}{P(t_1)P(t_2)}$$  \hspace{1cm} (3.3)

To estimate $I(T_1, T_2)$ from data we compute:

$$I(T_1, T_2) = \sum_{t_1 \in \{0, 1\}} \sum_{t_2 \in \{0, 1\}} \hat{P}(t_1, t_2) \log \frac{\hat{P}(t_1, t_2)}{\hat{P}(t_1)\hat{P}(t_2)}$$  \hspace{1cm} (3.4)

Where $T_1$ and $T_2$ are tags. For actual values for $T_1$ and $T_2$ the probabilities are computed by counting the number of documents which match the tag assignment for $t_1$ and $t_2$.

3.5.1 Chow-Liu

The Chow-Liu algorithm first constructs a Bayesian network from data. It does so by computing the mutual information between each pair of nodes. Then it computes and returns the maximum spanning tree of the network. We find the most likely parent by finding the new tag $x$ in this tree and see which other tags it is connected to via an edge. Since this tree is a maximum spanning tree of the constructed network, one of the connected tags should be the most likely parent. Any tag in this tree is connected to at least 1 and at most $|\mathcal{T}| - 1$ tags. On average it is connected to just a few tags.

Figure 3.1 shows an example of a Chow-Lui tree computed on the example taxonomy. In this example, the tag “Corvette” is to be inserted. All edges have a weight, calculated by the mutual information between the pair of nodes. The edges in the maximum spanning tree are coloured blue. In this example, we would conclude that “Corvette” is-a or is-part-of “Cars”.

![Figure 3.1: Example of a network and Chow-Lui tree (edge weights omitted).](image-url)
3.5.2 ARACNE

The ARACNE algorithm (Califano et al. [41]) also first calculates the Bayesian network from data. Like Chow-Liu, it does so by computing the mutual information between each pair of nodes. Then it checks all triplets of nodes which are fully connected in this network (there is an edge between each pair of these three nodes) and of each triplet it deletes the edge with the smallest weight. Thus, all triplets have to be checked and the edge with smallest weight is removed if it exists in the triplet. As opposed to Chow-Liu, which selects edges to include, ARACNE selects edges to remove and returns the remaining edges. In general, this results in a graph which has more edges than a Chow-Liu tree but never less since Chow-Liu returns the maximum spanning tree of the same initial network.

3.6 Custom approaches

The Chow-Liu and ARACNE algorithms gave inspiration for a custom approach. In these algorithms, mutual information is used to calculate the statistical dependency between two variables. These are then used as weights in the Bayesian network from which the final tree or graph is computed. With all the objective measure values calculated for the association rules there are many more choices for setting the edge weights. Therefore, our custom approach is to select an objective measure and construct a fully connected graph in which the edge weights are the chosen objective measure values calculated for the association rules. On this graph the final tree or graph can be computed just like the Chow-Liu or ARACNE algorithm does. This way, the usage of different objective measures and graph construction methods (Chow-Liu and ARACNE) can be compared to one another.

3.6.1 Kruskal

For computing the tree from the Bayesian network like Chow-Liu does, we need to compute the maximum spanning tree from a graph. After constructing the graph we run Kruskal’s algorithm [45] to compute the maximum spanning tree.

3.6.2 ARACNE’s graph construction

For computing the graph like in the ARACNE algorithm, we can simply iterate over all triplets of nodes which are fully connected. Of each triplet we remove the edge with the smallest weight but only if it is strictly smaller than the other two edge weights. After checking all fully connected triplets of nodes, the final graph has been computed.

3.6.3 Custom framework using full text search

This custom approach uses a full text search to improve results. A text is not available in all documents, but whenever present it will at least add information which will most likely help to solve the problem. Note that this approach may not work well on every
First we pre-process all documents and tags. To make the text search return more matches, we strip all text of markup encoding, punctuation and line breaks. Finally, we convert all letters to lower case. We use the regular expressions in Equations 3.5, 3.6 and 3.7 and replace all matches with a blank space.

\[
\text{" < \[ >\]* > } \quad (3.5) \\
\text{&[\[\;]*;" } \quad (3.6) \\
\text{"[.,!?)/(\@\-_;");""\[\]\&\"} \quad (3.7)
\]

Next, for each document we take all the words and see if these words are a tag. Some tags consist of several words, so we also check for the concatenation of several subsequent words. Important is to analyse the tags found this way and compare them to the set of explicitly assigned tags. At least this will provide more insight in the data set.

Another technique we expect will result in more text matches is to use a word stemmer. These stemmers are language dependent and the Info Support data set contains texts mostly in Dutch but also in English. We use the original Porter stemmer \[30\], Snowball English, Snowball Dutch and both Snowball English and Dutch \[46\]. For more information about the Dutch stemmer see Kraaij and Pohlmann \[31\] and \[32\].

Now that we have the documents with explicitly assigned tags and tags found in the full text search, perform the following two steps. First, make all tags found in the full text search explicitly assigned. Second, for each tag now explicitly assigned to the document, find all implicitly assigned tags and make them explicitly assigned. With the tags assigned to documents this way we then calculate the association rule objective measures.

With these objective measure values we use the same approach as described earlier to compare accuracy results. That is, using these values as input for constructing a Bayesian network and using Kruskal’s algorithm or ARACNE’s graph construction.

We suspect this method yields higher accuracy since more information is used. That is, we also use information contained in the document’s title and text in addition to the assigned tags. Analysis of the data set will provide more insight in this hypothesis and provides opportunities to further improve this approach.

3.6.4 Assumption validation

In preliminary experiments, the accuracy was low. Therefore we test the assumption that the existing taxonomy is semantically correct (Assumption \[1\]). To do this we apply the two set-ups (first, using both explicitly and implicitly assigned tags and second, both explicitly and implicitly assigned tags plus the full text search) on a trimmed version of the taxonomy. The taxonomy contains branches which are known to not follow the definition of the is-a or is-part-of relationship. For example, there is a top level tag “Terms” which contains a lot of leaf nodes. Thus, a human expert trimmed the taxonomy of all these branches, resulting in a taxonomy of 213 tags of which the expert is convinced that it is
semantically correct and used correctly in the system. Of the 213 tags, 160 are explicitly tagged to at least one document in the Info Support data set.

3.6.5 Analysis

To gain more insight in the data set we need to analyse it. But to test hypotheses about it, which may be used to create better models, we need to perform some experiments. The first hypothesis to test is that siblings in the taxonomy are mutually exclusive. The second test is to find out whether users do or do not assign a tag’s parent to a document in addition to that tag.
Chapter 4

Techniques for tag recommendation

When the user creates a document, he must assign at least one tag to it. To ease this task, tag recommendation can be used. While the user is creating the document, the system can suggest tags to assign to the document. All the user has to do is to assign these tags instead of searching tags in the possibly large and complex taxonomy.

So the task of tag recommendation is actually predicting which tags should be assigned to a document.

Because each document has at least one but usually more tags explicitly assigned to it, we are dealing with recommendation for multi-label classification. Since we want to be able to make recommendations for each individual tag we need to find a way to handle this.

4.1 Multi-label classification

The problem of multi-label classification is harder to solve than single-label classification. There are several approaches to convert the multi-label classification problem to a single-label classification problem [58]. Converting the data set with the label powerset approach is not suited for this data set. Since the Info Support data set has more tags (2,478) than documents (947), the powerset of assigned tags explodes. Transforming the data set using the instance copy approach is also less suitable because then we have to handle multi-class classification. Instead, we transform using binary relevance.

With binary relevance, we virtually copy the data set for each tag in the taxonomy. For each copy (for one tag) we change the class of the document, only recording whether or not that tag is assigned to that document. This way each data set copy is a single-label, two-class classification problem.

Since a classifier is trained for each tag we suspect that the accuracy of these models will be higher than the other approaches. For each of these classifiers the data set has exactly the same size before and after this transformation.

The disadvantage of binary relevance is that associations between tags are not used. These may improve accuracy because they add information. In chaining predictions, for example, this information is used. When chaining predictions, we first predict the first tag. Then for the second tag, we include the prediction for the first tag as input. For the third tag we include the prediction for the first and second tag as input. And so on until we reach the last tag, for which the prediction of all other tags is included as input.
4.2 Baseline

Since the Info Support data set is very sparse, we set a baseline to compare other techniques and algorithms to. To do so we evaluated the data set in four set-ups. The four set-ups are obtained by choosing two settings. The first setting is to either use the trimmed taxonomy or use the full taxonomy. The second setting is to either use the explicitly assigned tags only or use the explicitly and implicitly assigned tags. Each document has at least one tag explicitly assigned to it, but since the trimmed taxonomy has only 8.6% of the tags compared to the full taxonomy, there are a lot of documents with no tags at all in these set-ups.

To determine the baseline for the set-ups, each classifier predicts a single value. This value is determined by predicting the most occurring value for that tag. For most of the set-ups using the Info Support data set this means that for most tags, we predict that the document is not classified with that tag. Since the data set is very sparse, a large fraction of the predictions will be true negatives and some false negatives.

4.3 Feature selection

For selecting the words to use as input for the models we cannot select all words. After the preprocessing there are over 12,000 distinct words, which would cause the training to take too long to be applicable in a practical situation. There are also words that provide no additional information about whether the tag should be assigned to the document or not. Therefore we need to limit the number of words used as input. This can be done by counting the number of documents the word occurs in and trim words which occur in less than (for example) 10% of the documents. Another option is to calculate the Term Frequency - Inverse Document Frequency (TF-IDF) \[^2\] and select the top \(k\) most important words.

In this research, we try a method that will hopefully yield better results. For each tag the mutual information between the words and that tag is calculated and the top \(k\) words selected as input features. The idea is that the words selected have most information in common with the tag and thus are best to predict the assignment of the tag.

\[
I(T, W) = \sum_{t \in \{0,1\}} \sum_{w \in \{0,1\}} \hat{P}(t, w) \log \frac{\hat{P}(t, w)}{\hat{P}(t)\hat{P}(w)} \tag{4.1}
\]

Calculating the mutual information is done like in Equations \[^3.3\] and \[^3.4\]. Except that \(T_1\) and \(T_2\) are no longer tags but we replace them with \(T\) and \(W\) where \(T\) are tags and \(W\) are words, see Equation \[^4.1\]. Now \(\hat{P}(t, w) = \frac{N_{tw}}{|D|}\), \(\hat{P}(t) = \frac{N_t}{|D|}\) and \(\hat{P}(w) = \frac{N_w}{|D|}\). For actual values for \(T\) and \(W\), we compute \(N_{tw}\), \(N_t\) and \(N_w\) by counting the number of documents which have the tag assigned to it and the word occurring in that document.

The most important question we want to answer with these experiments is how many words are needed to obtain a reasonable accuracy. Therefore we test the number of words set at 100, 200, 400, 800 and 1600.
4.4 Naive Bayes

For training the classifiers, we first use a naive Bayes classifier as implemented in the R \cite{e1071} package. For each tag we select the input features and train the model on the training set. This classifier’s accuracy is then assessed using the test set.

The input features for these models are binary variables, denoting whether a word occurs in a document or not. We run the experiments both with and without Laplace smoothing \cite{laplace}.

4.5 Support vector machines

For training the classifiers we also use a support vector machine classifier as implemented in the R \cite{e1071} package. For each tag we select the input features and train the model on the training set. The classifier’s accuracy is then assessed using the test set.

The input features for these models are binary variables, denoting whether a word occurs in a document or not. This way accuracy can be compared to the naive Bayes classifiers accuracy. The experiments are run with several kernel functions and cost values. The first experiment is with the standard linear kernel. The second experiment is with the radial kernel function and cost set at 1. The third experiment is the radial kernel but with cost set at 100.

4.6 Cross validation

Because the Info Support data set is so sparse, splitting the data set into a training set and test set at random may result in unfortunate splits. This may severely impact the accuracy results. Therefore, cross validation is performed to obtain more reliable results. Thus the data set is split into 4 equal partitions. For each experiment, we evaluate 4 times, taking one partition as test set and the other three together as training set each time. The results are averaged over all folds to obtain the final result. To make sure the experiments are repeatable we set a constant seed to the random number generator, which is used to partition the dataset at random.

4.7 Accuracy assessment

It is important to select the proper measure for assessing accuracy. It is especially important in these experiments because the Info Support data set is very sparse. There are a lot of true negatives, so taking these into account will yield a high accuracy for the baseline. Therefore measures involving the true positives, false positives and false negatives will be more informative.

4.7.1 Accuracy and classification accuracy

Classification accuracy is defined as the ratio of documents over all documents for which the set of predicted tags is equal to the set of actually assigned tags. This measure is very strict since the prediction must be correct for every tag.
Accuracy is defined as the ratio of correct predictions over all predictions (see Formula 4.2). This means the number of true positives and true negatives over the total number of predictions. Considering that there will be a lot of true negatives we expect the accuracy to be high. See Table 3.1 for a two-way contingency table.

\[
\text{Accuracy} = \frac{tp + tn}{tp + fp + fn + tn}
\]  

\[ (4.2) \]

### 4.7.2 Precision, recall, F₁

Inspired by the field of information retrieval, we calculate precision, recall and F₁.

\[
\text{Precision} = \frac{tp}{tp + fp}
\]  

\[ (4.3) \]

\[
\text{Recall} = \frac{tp}{tp + fn}
\]  

\[ (4.4) \]

\[
F_1 = 2 \cdot \frac{\text{precision} \cdot \text{recall}}{\text{precision} + \text{recall}}
\]  

\[ (4.5) \]

As explained above, we do not take the number of true negatives into account because this number is several orders of magnitudes larger than the rest. Goal is to maximize the number of true positives and minimize the number of false positives and false negatives. This is exactly what precision and recall express. F₁ combines these two (it is the harmonic mean of precision and recall).

### 4.7.3 Micro average and macro average

Since there is one classifier for each tag, we need a way to aggregate the accuracy measures. Classification accuracy is a measure over all tags and documents, so no additional aggregation is required. Accuracy is aggregated over all tags, summing all true positives, all true negatives, all false positives and all false negatives before calculating accuracy using Equation 4.2.

For precision, recall and F₁, micro averaging and macro averaging is applied. For micro averaging, all terms in Formulas 4.3 and 4.4 are summed over all tags. See Formulas 4.6 and 4.7 here each sigma operator sums over all tags.

\[
\text{Micro average precision} = \frac{\sum tp}{\sum tp + \sum fp}
\]  

\[ (4.6) \]

\[
\text{Micro average recall} = \frac{\sum tp}{\sum tp + \sum fn}
\]  

\[ (4.7) \]

For macro averaging, the values of Formulas 4.3 and 4.4 are averaged over all tags. See Formulas 4.8 and 4.9 here each sigma operator sums over all tags.

\[
\text{Macro average precision} = \frac{\sum \text{precision}}{|T|}
\]  

\[ (4.8) \]
Macro average recall = $\frac{\sum \text{recall}}{|\mathcal{T}|}$

(4.9)
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Data set

In data mining applications the data plays an important role. Certain properties or characteristics of the data may make or break the application. We already set the requirement that our approach should be domain independent. So it should not only work on one particular data set, but also on data sets covering other domains. In the following section we discuss and analyse the data set used in this project.

Data sets of the knowledge management system instances running at clients of Info Support contain dozens to about one hundred documents and tags. This makes these data sets too small to obtain reliable results from the experiments.

5.1 Info Support

The most important data set is the one of the knowledge management system instance running at Info Support. The knowledge management system started about two years ago and has been growing ever since. In February 2014, the data set contained 947 documents and 2478 tags of which 189 tags are currently uncategorised. In total, there are 5160 explicitly assigned tags, which means an average of 5.45 explicitly assigned tags per document.

Figure 5.1 shows the number of tags per level (distance to the root) in the taxonomy. This is much like what one would expect from a taxonomy. Few tags at the first level and gradually increasing as the level increases. At some point, the number decreases again because the taxonomy reaches more and more leaf nodes.

Figure 5.2 shows the number of explicitly assigned tags to a document, per level of the tag in the taxonomy. As expected, this chart follows the trend in the taxonomy, depicted in Figure 5.1. It is actually good to see that users tend to use tags at deeper levels in the taxonomy, this implies there are more implicitly assigned tags. More implicitly assigned tags means the document can be found with more search terms and this also expresses more information.

Figure 5.3 shows the number of documents, with a certain number of explicitly assigned tags. This chart clearly shows that documents with over 11 explicitly assigned tags are rare. The user is required to explicitly assign at least one tag to the document, but is free to assign more. Again, the trend seen in the chart is beneficial to the search process. The more tags a document is explicitly tagged with, the easier it will be found and the more information is expressed by the assigned tags.
Figure 5.1: Number of tags per level in the taxonomy.

Figure 5.2: Number of explicitly assigned tags per level in the taxonomy.
Figure 5.3: Number of documents grouped by the number of explicitly assigned tags to a document.
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Experiments

An experimental set-up is needed to assess the accuracy (Definition 8) and assess the algorithm’s ability to keep the taxonomy semantically correct (Definition 7) after inserting a new tag. All experiments are run using the Info Support data set.

To make sure the semantically correct requirement holds, we take the existing taxonomy and use that for evaluation. Each tag in the taxonomy, except children of “Uncategorised”, is taken out of the taxonomy. Then the algorithm is run and we check whether the tag is inserted at its original position. If so, the insertion was semantically correct, otherwise incorrect. We can draw this conclusion because we made the assumption that the existing taxonomy is semantically correct (Assumption 1). Note that this may not be the only correct position, thus this is a crude accuracy measure, but using this assumption enables automated accuracy assessment.

To assess accuracy we check whether the actual parent (using the existing taxonomy) is in the neighbourhood (connected by an arc in the tree or graph) of the tag to be inserted. We count all these cases and divide this by the total number of insertions.

The neighbourhood of the new tag are all tags with relatively high objective measure values. So in a practical application, it seems reasonable to recommend these tags as most likely parents to the user and let him make the final decision of where to actually insert the new tag.

6.1 Analysis

In preliminary experiments, we analysed the data set to test our theories. The assessed accuracy when making a ranking using the association rules alone was low. Therefore we tested the theory that siblings in the taxonomy are mutually exclusive. Siblings are more specific than some common tag, therefore they should be mutually exclusive. This way the models might be extended to make better rankings.

To analyse the theory that siblings are mutually exclusive, we count the number of times that a tag and one of its siblings are explicitly assigned to a document.

In Table 6.1 we can see that the theory that siblings are mutually exclusive seems to hold in the Info Support data set. Drawback is that extending the model with this theory will provide no or only little improvement. These counts are very small (if not 0), so overall they do not change the rankings.
A possible explanation as to why the accuracy is low is that documents tagged with a new tag are not also tagged with a more general concept of that new tag. For example, suppose this document is tagged with “Master thesis”, most likely a user will not also tag this document with “Thesis” since it is obvious to the user that a Master thesis is a thesis.

So we analysed the data set to count the number of times it occurs that a document tagged with a tag, is also tagged with its parent in the taxonomy.

The highest number of co-occurrences is 26 and only 5 tags co-occur at least 10 times with their parent. For at least 5 co-occurrences this is 35 tags and 735 tags co-occur with their parent at least once. The tags with most co-occurrences in the Info Support data set are tags about just a few topics and concepts very popular at Info Support. Lots of documents are about these topics and are tagged a lot with these tags and their parents.

We suspect the approaches described in the next section will perform better since our association rules approach only considers pairwise tag interaction and the others construct a graph which may contain more information.

6.2 Algorithms

We implemented the techniques and algorithms described in Chapters 3 and 4.

For automated taxonomy expansion these are:

- Chow-Liu (R package bnlearn)
- ARACNE (R package bnlearn)
- Association rules with Kruskal (custom C#)
- Association rules with ARACNE’s graph construction (custom C#)

For tag recommendation these are:

- Naive Bayes (R package e1071)
- Support vector machines (R package e1071)

The association rule objective measures were calculated for all pairwise combinations of tags. This resulted in $2478 \cdot 2477 = 6,138,006$ association rules. These values were used as input for the last two algorithms. Constructing the initial graph takes $O(n + m)$ time or equivalently $O(m^2)$ time\textsuperscript{1}. Running Kruskal’s algorithm takes $O(n \log n)$ time.

\textsuperscript{1}The initial graph is fully connected.
or equivalently $O(n \log m)$ time and ARACNE’s graph construction $O(m^3)$ time worst case\footnote{2For each triplet where an edge is deleted, this reduces the number of triplets by $m^2$, thus (depending on the edge weights) the expected running time is less than $O(m^3)$.}, which is infeasible on a graph with 6 million edges. Therefore we limited the initial graph to only include those edges which have the objective measure value defined and a value not 0. This reduces the number of edges to a little over 30,000.

Including edges with weight 0 would not make sense because it means the tags have no information in common at all. Second, in the ARACNE graph construction, most of these edges would be kept in the graph, resulting in lots of very large strongly connected components (the data set is sparse) but they would have no meaning. Also, the exact order of computation would play a role to which exact edges are included in the final graph and which are not. So for some tags this would mean that being connected to their actual parent (in the existing taxonomy) would be a mere chance instead of the tags actually having some mutual information.

We limited the experiments to using the trimmed taxonomy due to time constraints. This means that training 2478 classifiers is reduced to training 160 classifiers.
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Results

This chapter shows the results per approach, as described in previous chapters. Note that in the results we also distinguish between using explicitly assigned tags only and including the implicitly assigned tags and using the full taxonomy or the trimmed taxonomy.

7.1 Automated taxonomy expansion

7.1.1 Chow-Liu

As we can see in Table 7.1, the accuracy of using the explicitly assigned tags only is low and increases when including the implicitly assigned tags. However, it is still low. This is what one would expect since the implicitly assigned tags add a lot of information.

7.1.2 ARACNE

Compared to Chow-Liu, the accuracy is better for ARACNE. These approaches use the same objective measure, the only difference is in the way the final tree or graph is constructed from the network. This also explains the difference in accuracy. Chow-Liu returns a tree, so on average each tag is connected to just a few other nodes. The probability that one of these is the semantically correct parent is small. In ARACNE, only some edges are deleted from the graph and the resulting graph is never smaller than the tree returned by Chow-Liu. Especially since a lot of edges have the same weight because the data set is sparse. On average, a tag in the ARACNE graph is connected to more tags than in the Chow-Liu tree. Therefore the probability of the semantically correct parent being in the neighbourhood is larger.

Despite the increase in accuracy, this approach may not be more suitable. Since the neighbourhood is larger than in Chow-Liu (over 20 tags is not uncommon), recommending these tags to the user as most likely parents will make the task of choosing the correct parent harder for the user.

7.1.3 Association rules with Kruskal

All objective measures we tested perform better than the standard Chow-Liu algorithm. However, the highest accuracy is only 0.051 which is still low.
<table>
<thead>
<tr>
<th>Approach</th>
<th>Taxonomy mode</th>
<th>Objective measure</th>
<th>Tags checked</th>
<th>Parents in neighbourhood</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chow-Liu</td>
<td>Explicit tags only</td>
<td>Mutual information</td>
<td>2431</td>
<td>82</td>
<td>0.034</td>
</tr>
<tr>
<td></td>
<td>Implicit tags included</td>
<td></td>
<td>566</td>
<td></td>
<td>0.233</td>
</tr>
<tr>
<td>ARACNE</td>
<td>Explicit tags only</td>
<td>Mutual information</td>
<td>2431</td>
<td>1527</td>
<td>0.628</td>
</tr>
<tr>
<td></td>
<td>Implicit tags included</td>
<td></td>
<td>1727</td>
<td></td>
<td>0.710</td>
</tr>
<tr>
<td>Association rules + Kruskal</td>
<td>Explicit tags only</td>
<td>Confidence</td>
<td>59</td>
<td>0.035</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Support</td>
<td>86</td>
<td>0.051</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Lift</td>
<td>63</td>
<td>0.038</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Jaccard</td>
<td>1674</td>
<td>0.051</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>IS</td>
<td>79</td>
<td>0.047</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Certainty factor</td>
<td>62</td>
<td>0.037</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Added value</td>
<td>71</td>
<td>0.042</td>
<td></td>
</tr>
<tr>
<td>Association rules + ARACNE graph</td>
<td>Explicit tags only</td>
<td>Confidence</td>
<td>76</td>
<td>0.045</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Support</td>
<td>306</td>
<td>0.183</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Lift</td>
<td>208</td>
<td>0.124</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Jaccard</td>
<td>1674</td>
<td>0.111</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>IS</td>
<td>189</td>
<td>0.113</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Certainty factor</td>
<td>73</td>
<td>0.044</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Added value</td>
<td>73</td>
<td>0.044</td>
<td></td>
</tr>
</tbody>
</table>

Table 7.1: Accuracy results for taxonomy expansion.
7.1.4 Association rules with ARACNE’s graph construction

Accuracy of all objective measures is lower than the standard ARACNE algorithm. But, this is due to the fact that only edges with weight larger than 0 are included. Thus the final graph has way less edges, implying the accuracy drops. As expected, the accuracy is higher than the Kruskal approaches, with a maximum accuracy of 0.183 when using support as objective measure.

7.1.5 Custom framework using full text search

For the custom full text search, we first analysed the occurrence of tag’s parents in the full text search. 75.23% of the explicitly assigned tags are also found in the full text search. 27.79% of the tag’s parent is also found in the full text search and 59.21% of the tag’s ancestor is also found in the full text search. These numbers give reason to suspect that using the tags found in the full text search may improve accuracy results.

Analysing the other way around provides insight in the possibilities for recommending tags to the user while creating a document. 30.21% of tags found in the full text search are also explicitly assigned. Only 6.22% of the tag’s parent is explicitly assigned and 11.83% of the tags found have their ancestor explicitly assigned. 23.78% of the tag’s descendant is also explicitly assigned and only 15.11% of the tag’s siblings are explicitly assigned.

Applying any stemmer decreased accuracy. The number of tags matched dropped by about 87%. One would expect the number of matches to be at least the same or higher, since the stem of equal words is also equal. This certainly gives reason for further research to find out why this is the case.

Table 7.2 and Figure 7.1 show the accuracy results.

7.1.6 Assumption validation

For testing the assumption that the existing taxonomy is semantically correct we apply the association rules and Kruskal’s algorithm on the trimmed taxonomy and all documents. The best objective measures (correlation and Piatetsky-Shapiro) resulted in an accuracy of 0.145. This is an improvement over the same approach applied on the full taxonomy.

When we also incorporate the full text search approach and use the trimmed taxonomy, accuracy increased to 0.566 on the best objective measure (Piatetsky-Shapiro). Given the difficulty of this problem, this is not a bad result. However, it is still lower than the threshold defined in Requirement 1 thus not practically applicable.

Even though accuracy increased on this trimmed taxonomy, it is tricky to draw conclusions about the assumption. Some branches are known to violate the definition but this trimmed taxonomy is small compared to the full taxonomy (160 tags versus 2478 tags).

Table 7.2 and Figure 7.1 also show the accuracy of the custom approaches.
<table>
<thead>
<tr>
<th>Approach</th>
<th>Taxonomy mode</th>
<th>Objective measure</th>
<th>Tags checked</th>
<th>Parents in neighbourhood</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Association rules + full text search + Kruskal</td>
<td>Implicit tags included</td>
<td>Confidence</td>
<td>193</td>
<td>103</td>
<td>0.053</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Support</td>
<td>238</td>
<td>0.123</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Lift</td>
<td>112</td>
<td>0.058</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Jaccard</td>
<td>402</td>
<td>0.208</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>IS</td>
<td>420</td>
<td>0.217</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Certainty factor</td>
<td>98</td>
<td>0.051</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Added value</td>
<td>1934</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Interest</td>
<td>122</td>
<td>0.063</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Odds ratio</td>
<td>104</td>
<td>0.054</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Kappa</td>
<td>394</td>
<td>0.204</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Piatetsky-Shapiro</td>
<td>561</td>
<td>0.290</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Goodman-Kruskal</td>
<td>417</td>
<td>0.216</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>J-Measure</td>
<td>493</td>
<td>0.255</td>
<td></td>
</tr>
<tr>
<td>Trimmed taxonomy + Kruskal</td>
<td>Implicit tags included</td>
<td>Confidence</td>
<td>110</td>
<td>0.118</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Support</td>
<td>10</td>
<td>0.091</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Lift</td>
<td>15</td>
<td>0.136</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Jaccard</td>
<td>15</td>
<td>0.136</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>IS</td>
<td>15</td>
<td>0.136</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Certainty factor</td>
<td>15</td>
<td>0.136</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Added value</td>
<td>110</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Interest</td>
<td>15</td>
<td>0.136</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Correlation</td>
<td>16</td>
<td>0.145</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Odds ratio</td>
<td>15</td>
<td>0.136</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Kappa</td>
<td>15</td>
<td>0.136</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Piatetsky-Shapiro</td>
<td>16</td>
<td>0.145</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Goodman-Kruskal</td>
<td>108</td>
<td>0.102</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>J-Measure</td>
<td>108</td>
<td>0.139</td>
<td></td>
</tr>
<tr>
<td>Trimmed taxonomy + full text search + Kruskal</td>
<td>Implicit tags included</td>
<td>Confidence</td>
<td>35</td>
<td>0.241</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Support</td>
<td>46</td>
<td>0.317</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Lift</td>
<td>18</td>
<td>0.124</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Jaccard</td>
<td>52</td>
<td>0.359</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>IS</td>
<td>62</td>
<td>0.428</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Certainty factor</td>
<td>48</td>
<td>0.331</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Added value</td>
<td>52</td>
<td>0.359</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Interest</td>
<td>18</td>
<td>0.124</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Correlation</td>
<td>62</td>
<td>0.428</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Odds ratio</td>
<td>40</td>
<td>0.276</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Kappa</td>
<td>50</td>
<td>0.345</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Piatetsky-Shapiro</td>
<td>82</td>
<td>0.566</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Goodman-Kruskal</td>
<td>77</td>
<td>0.531</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>J-Measure</td>
<td>67</td>
<td>0.462</td>
<td></td>
</tr>
</tbody>
</table>

Table 7.2: Accuracy results for taxonomy expansion.
Figure 7.1: Accuracy results for taxonomy expansion.
7.2 Tag recommendation

From the baseline experiments we see that indeed the data set is very sparse. By predicting that no tag is assigned to any document, the accuracy is 0.994 to 0.998. On the trimmed taxonomy, the classification accuracy is 0.719. Therefore these measures are not suited for assessing accuracy.

Instead, micro average $F_1$ is better suited since it takes the numbers into account which are most interesting for tag recommendation: true positives, false positives and false negatives.

Independent of the number of words used as input features, the naive Bayes classifier yields low accuracy values. The support vector machines achieve higher values. Worth investigating though is that with the radial kernel and cost value 1, all scores are 0. As expected, values increase as more words are used as input features. At some point, we expect the increase in value to decrease, as adding more and more words will add less and less information to learn from compared to the information already used. The best micro average $F_1$ value is 0.197 for the support vector machine with linear kernel.

Figures 7.2, 7.3 and 7.4 show the trend in the micro average precision, recall and $F_1$ for various approaches.

Table 7.3 shows the accuracy for tag recommendation.

![Figure 7.2: Tag recommendation using naive Bayes classifiers.](image)
<table>
<thead>
<tr>
<th>Words</th>
<th>Taxonomy</th>
<th>Taxonomy mode</th>
<th>Model</th>
<th>Classification Accuracy</th>
<th>Accuracy</th>
<th>Micro average</th>
<th>Macro average</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Precision</td>
<td>Recall F1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>Trimmed</td>
<td>Explicit tags only</td>
<td>Naive Bayes</td>
<td>0.719</td>
<td>0.994</td>
<td>0.400 0.021 0.045</td>
<td>0.087 0.004 0.007</td>
</tr>
<tr>
<td></td>
<td>Trimmed</td>
<td>Implicit tags included</td>
<td>Naive Bayes, with Laplace</td>
<td>0.719</td>
<td>0.997</td>
<td>0.172 0.002 0.005</td>
<td>0.124 0.001 0.002</td>
</tr>
<tr>
<td></td>
<td>Full</td>
<td>Explicit tags only</td>
<td>Support vector machines, linear</td>
<td>0.712</td>
<td>0.994</td>
<td>0.004 0.3 0.007</td>
<td>0.000 0.002 0.000</td>
</tr>
<tr>
<td></td>
<td>Full</td>
<td>Implicit tags included</td>
<td>Support vector machines, radial</td>
<td>0.719</td>
<td>0.994</td>
<td>0.000 0.000 0.000</td>
<td>0.000 0.000 0.000</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Support vector machines, radial, cost=100</td>
<td>0.676</td>
<td>0.994</td>
<td>0.021 0.275 0.038</td>
<td>0.001 0.002 0.001</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>200</td>
<td>Trimmed</td>
<td>Implicit tags included</td>
<td>Naive Bayes</td>
<td>0.719</td>
<td>0.994</td>
<td>0.049 0.766 0.093</td>
<td>0.000 0.000 0.000</td>
</tr>
<tr>
<td></td>
<td>Trimmed</td>
<td>Implicit tags included</td>
<td>Naive Bayes, with Laplace</td>
<td>0.719</td>
<td>0.994</td>
<td>0.049 0.766 0.093</td>
<td>0.000 0.000 0.000</td>
</tr>
<tr>
<td></td>
<td>Full</td>
<td>Implicit tags included</td>
<td>Support vector machines, radial</td>
<td>0.719</td>
<td>0.994</td>
<td>0.049 0.766 0.093</td>
<td>0.000 0.000 0.000</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Support vector machines, radial, cost=100</td>
<td>0.676</td>
<td>0.994</td>
<td>0.049 0.766 0.093</td>
<td>0.000 0.000 0.000</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>400</td>
<td>Trimmed</td>
<td>Implicit tags included</td>
<td>Naive Bayes</td>
<td>0.719</td>
<td>0.994</td>
<td>0.049 0.766 0.093</td>
<td>0.000 0.000 0.000</td>
</tr>
<tr>
<td></td>
<td>Trimmed</td>
<td>Implicit tags included</td>
<td>Naive Bayes, with Laplace</td>
<td>0.719</td>
<td>0.994</td>
<td>0.049 0.766 0.093</td>
<td>0.000 0.000 0.000</td>
</tr>
<tr>
<td></td>
<td>Full</td>
<td>Implicit tags included</td>
<td>Support vector machines, radial</td>
<td>0.719</td>
<td>0.994</td>
<td>0.049 0.766 0.093</td>
<td>0.000 0.000 0.000</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Support vector machines, radial, cost=100</td>
<td>0.676</td>
<td>0.994</td>
<td>0.049 0.766 0.093</td>
<td>0.000 0.000 0.000</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>800</td>
<td>Trimmed</td>
<td>Implicit tags included</td>
<td>Naive Bayes</td>
<td>0.719</td>
<td>0.994</td>
<td>0.049 0.766 0.093</td>
<td>0.000 0.000 0.000</td>
</tr>
<tr>
<td></td>
<td>Trimmed</td>
<td>Implicit tags included</td>
<td>Naive Bayes, with Laplace</td>
<td>0.719</td>
<td>0.994</td>
<td>0.049 0.766 0.093</td>
<td>0.000 0.000 0.000</td>
</tr>
<tr>
<td></td>
<td>Full</td>
<td>Implicit tags included</td>
<td>Support vector machines, radial</td>
<td>0.719</td>
<td>0.994</td>
<td>0.049 0.766 0.093</td>
<td>0.000 0.000 0.000</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Support vector machines, radial, cost=100</td>
<td>0.676</td>
<td>0.994</td>
<td>0.049 0.766 0.093</td>
<td>0.000 0.000 0.000</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1600</td>
<td>Trimmed</td>
<td>Implicit tags included</td>
<td>Naive Bayes</td>
<td>0.719</td>
<td>0.994</td>
<td>0.049 0.766 0.093</td>
<td>0.000 0.000 0.000</td>
</tr>
<tr>
<td></td>
<td>Trimmed</td>
<td>Implicit tags included</td>
<td>Naive Bayes, with Laplace</td>
<td>0.719</td>
<td>0.994</td>
<td>0.049 0.766 0.093</td>
<td>0.000 0.000 0.000</td>
</tr>
<tr>
<td></td>
<td>Full</td>
<td>Implicit tags included</td>
<td>Support vector machines, radial</td>
<td>0.719</td>
<td>0.994</td>
<td>0.049 0.766 0.093</td>
<td>0.000 0.000 0.000</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Support vector machines, radial, cost=100</td>
<td>0.676</td>
<td>0.994</td>
<td>0.049 0.766 0.093</td>
<td>0.000 0.000 0.000</td>
</tr>
</tbody>
</table>

Table 7.3: Accuracy results for tag recommendation.
Figure 7.3: Tag recommendation using support vector machines.

Figure 7.4: Tag recommendation using support vector machines.
Chapter 8

Conclusion

To conclude this thesis, we draw conclusions for the two problems investigated, provide a summary and discuss some future work.

8.1 Conclusions automated taxonomy expansion

Accuracy never exceeded 23.3% for any of the approaches except ARACNE and on the trimmed taxonomy. We do not consider ARACNE applicable in the practical application because a neighbourhood size of over 20 is not uncommon. Presenting this number of tags as most likely parents to the user is too much in a practical application. Since the accuracy scores are lower than the threshold we defined in Requirement 1, we do not consider these approaches suitable for a practical application.

A possible explanation as to why the approaches we tested do not work is because only in few cases a tag’s parent is also explicitly assigned. Simply because users think the is-a or is-part-of relation we are trying to discover is trivial. So the principal question is how we can ever discover this relation if it is never recorded. Therefore we doubt if this exact problem is solvable with an acceptable accuracy on the Info Support data set.

To answer the research questions, the proposed approaches are not suitable for solving the problem of inserting new tags into the taxonomy based on the assignment of the new tag to documents for the Info Support data set. We suspect it will work well if a new tag’s semantically correct parent is also explicitly assigned to documents the new tag is explicitly assigned to, but this requires further research.

Using the trimmed taxonomy instead of the full taxonomy improved the results. This trimmed taxonomy makes the data set less sparse which causes the algorithms to perform better. Trimming the taxonomy by assigning the parent tag when trimming a tag might improve results even more. The full text search also improved the results a lot, meaning the text adds a lot of helpful information. Not all documents have a large text, but at least a title which in itself might contain enough information to improve the accuracy.
8.2 Conclusions tag recommendation

For tag recommendation the accuracy results did not exceed the threshold defined in Requirement 2 and therefore are not practically applicable. The best micro average $F_1$ score is 0.197. We suspect this is also due to the sparsity of the Info Support data set. We suspect accuracy results will improve if the taxonomy is smaller. This will also result in tags being assigned to more documents. For the full taxonomy, lots of leaf nodes are assigned to just one or a few documents.

In theory, the more words are used to train the classifiers, the higher the accuracy scores get. This trend clearly shows in the support vector machine with radial kernel and cost value 100. This method also yielded the third best micro average $F_1$ value. Following the trend, using more words than tested in these experiments may yield higher accuracy values. Doing so might yield scores which are considered good enough to be practically applicable.

8.3 Summary

We investigated the problem of inserting newly created tags to their semantically correct parent in the taxonomy. The goal was to find an approach that can solve this problem automatically. We generalised the problem to be domain independent and use only the tag assignments to documents and the existing taxonomy. For trying to solve this previously unexplored problem we investigated several approaches. These include association rules, association rule mining and Bayesian network learning. Preliminary experiments showed that the accuracy of association rules was low, providing motivation to look further into other approaches like Bayesian networks and developing some custom approaches. The accuracies of all approaches investigated are below the threshold, not exceeding 23.3% in realistic and acceptable scenarios and not exceeding 71.0% when using ARACNE and the trimmed taxonomy. Data set analysis gives a good insight in why this may be the case and gives motivation for further research.

We also investigated the problem of tag recommendation. Focus was to select the best input features to train the classifiers on by calculating the mutual information between the words and tags. We limited the experiments to varying the number of words used to train the classifiers. The idea is that selecting words that co-occur most with a tag will be the best predictors for that tag. Results show that the best setting has a micro average $F_1$ value of 0.197. It is lower than the threshold and therefore not suitable for a practical application and gives motivation for further research.

8.4 Future work

The first issue this research lacks to address is to test the approaches on multiple data sets. The data sets of the knowledge management system instances running at clients of Info Support were not suitable because they are too small. The approach we would have labelled as suitable would be applied to these data sets in this system.

Other data sets could be used, like the Reuters corpus and Wikipedia documents from the Large Scale Hierarchical Text Classification Challenge. These have different
characteristics compared to the Info Support data set when comparing sparsity, taxonomy size and document to tag ratios.

Time did not allow us to run the tag recommendation experiments on the full data set for this project. These experiments were only run on the trimmed taxonomy, which proved to yield better results in the experiments for automated taxonomy expansion.

Second, the suspicion that these approaches perform poorly because the tag’s parents are not explicitly assigned to documents as well can be investigated further. In a practical application we could ask the user to add another tag he thinks is closest to the new tag when explicitly assigning the new tag to a document. Drawback is that the user has to perform more actions than strictly required for him to just add the document. On the other hand, some users enjoy the feeling of improving the system and will be eager to perform this optional task. Hopefully it will provide reliable information to find out which tag is the semantically correct parent of the new tag. Interesting question to answer would be to see how many of these extra tags we need to determine the semantically correct position of the new tag in the taxonomy. A technique worth investigating here is a statistical approach using the interquartile range to find the high outliers in the set of selected parent tags.

Third is to find out why accuracy drops when using any stemmer. This is a strange result since one would expect the number of matches to at least stay the same or rise instead of drop.

Fourth is to experiment with more models and settings on the tag recommendation problem. In this project we limited to experimenting with a naive Bayes classifier and support vector machines. Both have several parameters that can be tuned. The same holds for the data set pre-processing. Because of the way naive Bayes classifiers work, we chose to just indicate whether a word occurs in a document or not. Other measures, like term frequency or TF-IDF, might be able to select features that yield higher accuracy for predicting a tag. There are also many more models which may be suitable, for example $k$ Nearest Neighbours and neural networks.

Fifth is to reconsider the accuracy measures used. Because the data set is sparse, the accuracy was 99% for the tag recommendation when doing no predictions at all. Therefore we chose to use accuracy measures that do not involve the number of true negatives. But besides this is the principle that we train the models on other criteria than the accuracy measures we assess on. The question is whether this will ever yield good results if the model is trained with different measures or criteria. Worth investigating is whether other measures or criteria in learning the models or other accuracy assessment measures yield better results.

Alternatively, the accuracy measure could be chosen to be a measure based on ranking. Suppose we rank the possible parents and look at the position in this ranking where the actual parent or first match occurs. We considered using a measure like this in the experiments but this introduced extra issues and considerations. For example, how to handle the ranking for tags with equal sort values and what value to rank on. Some models may provide excellent measures for ranking.
Another possibility is to look at the position in the taxonomy where the tag is inserted by the algorithm (based on the best prediction). Knowing where the tag should be positioned, we could come up with some distance measure between these two positions in the taxonomy. The goal would then be to minimize this distance.

The same could be applied to the tag recommendation problem. We prefer to predict tags that are as specific as possible but recommending more general tags are not incorrect predictions.

Another idea for a research project is to extensively test the hypothesis that the is-a or is-part-of relation between tags can be discovered (using the tested methods) when users do assign the parent of a new tag explicitly. It would be interesting to know whether the is-a or is-part-of relation will be discovered and if so, what ratio of documents explicitly assigned with a new tag also need to have the semantically correct parent explicitly assigned to it to be able to discover the relation.

Inspired by Vogrinčič and Bosnić [58] we chose a method to transform multi-label classification to single-label classification. There are more ways to deal with multi-label classification like label powerset, instance copy and chaining recommendation. It would be worth investigating these methods to find out which is suitable in what situation and why.

As suggested by Info Support, it may be worth investigating how the taxonomy can be expressed as a graph instead of a tree. This way we can allow more and other relations than just the is-a and is-part-of relation. It will not so much help the problems we investigated in this project, but it might improve the search algorithms. With more relations the search algorithm has more information to match documents, possibly yielding better matches and rankings. Another benefit of this approach is that the graph is more flexible and it can evolve with the data set, thus improving the system’s ability to learn and adapt.

Last issue to investigate is whether the approaches tested in this project would work better if the data set were to have different characteristics. We suspect that because there are more tags than documents and thereby a sparse data set causes the approaches to have low accuracy results. Because of these characteristics in the current Info Support data set the suspicion rises that the tags describe the content too specific. A proposal to investigate is to shrink the taxonomy to a point where there are more documents than tags while maintaining the information expressed.
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Appendix A

Association rules objective measures

<table>
<thead>
<tr>
<th>Measure</th>
<th>Range</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Interest factor</td>
<td>(0...N)</td>
<td>$I(A, B) = \frac{s(A \Rightarrow B)}{</td>
</tr>
<tr>
<td></td>
<td></td>
<td>($= 1$) if antecedent and consequent are independent.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>($&gt; 1$) if $A$ and $B$ are positively correlated.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>($&lt; 1$) if $A$ and $B$ are negatively correlated.</td>
</tr>
<tr>
<td>Correlation</td>
<td>(-1...1)</td>
<td>$\phi = \frac{tp \cdot tn - fp \cdot fn}{\sqrt{ppv \cdot tpr \cdot npv \cdot tnr}}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>($= 0$) if statistically independent.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>($-1$) if perfect negative correlation.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>($+1$) if perfect positive correlation.</td>
</tr>
<tr>
<td>IS Measure</td>
<td>(0...1)</td>
<td>$IS(A, B) = \frac{s(A \Rightarrow B)}{</td>
</tr>
<tr>
<td>Odds ratio</td>
<td>(0...∞)</td>
<td>$\alpha = \frac{tp \cdot tn}{fp \cdot fn}$</td>
</tr>
<tr>
<td>Kappa</td>
<td>(-1...1)</td>
<td>$\kappa = \frac{</td>
</tr>
<tr>
<td>Piatetsky-Shapiro</td>
<td>(-0.25...0.25)</td>
<td>$PS = \frac{tp}{</td>
</tr>
<tr>
<td>Collective strength</td>
<td>(0...∞)</td>
<td>$S = \frac{tp + tn}{ppv \cdot tpr + npv \cdot tnr} \cdot \frac{</td>
</tr>
<tr>
<td>Jaccard</td>
<td>(0...1)</td>
<td>$J = \frac{tp}{ppv + tpr - tp}$</td>
</tr>
<tr>
<td>All-confidence</td>
<td>(0...1)</td>
<td>$h = \min\left[\frac{tp}{ppv \cdot tpr}, \frac{tp}{tp}</td>
</tr>
</tbody>
</table><p>ight]$            |</p>

Table A.1: Symmetric objective measures.
<table>
<thead>
<tr>
<th>Measure</th>
<th>Range</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Goodman-Kruskal</td>
<td>0...1</td>
<td>$\lambda = \frac{\sum_{i}^{\max k}f_{ik}-\max_{k}f_{i+k}}{</td>
</tr>
<tr>
<td>Mutual Information</td>
<td>0...1</td>
<td>$M = \frac{\sum_{i}^{\sum f_{ij}}\log\frac{</td>
</tr>
<tr>
<td>J-Measure</td>
<td>0...1</td>
<td>$J = \frac{tp}{</td>
</tr>
<tr>
<td>Gini index</td>
<td>0...1</td>
<td>$G = \frac{ppv}{</td>
</tr>
<tr>
<td>Laplace</td>
<td>0...1</td>
<td>$L = \frac{tp+1}{ppv+2}$</td>
</tr>
<tr>
<td>Conviction</td>
<td>0...\infty</td>
<td>$V = \frac{ppv\cdot tnr}{</td>
</tr>
<tr>
<td>Certainty Factor</td>
<td>-1...1</td>
<td>$F = \frac{ppv\cdot tpr}{ppv\cdot tpr - 1}$</td>
</tr>
<tr>
<td>Added Value</td>
<td>-1...1</td>
<td>$AV = \frac{tp}{ppv} - \frac{tpr}{</td>
</tr>
</tbody>
</table>

Table A.2: Asymmetric objective measures.
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