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chatbots and bot frameworks. Last but not least, I wish to thank the other graduate students as

well as coworkers at Info Support that provided me with words of wisdom and with moral support

throughout these past few months.
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Abstract

This thesis examines how to specify and test a Conversational User Interface (CUI) in an Agile

environment. The research is conducted for and on behalf on Info Support, but its �ndings are

generic and apply to all CUIs in general. CUIs are a new, trending technology with little to

no research currently available and new frameworks are necessary for proper implementations

of the system. During this research, the Conversation Design Framework (CDF) is created as

the solution for specifying conversations of the CUI. The framework consists of seven concrete

steps and aims to set a best practice design guideline for specifying an e�ective and e�cient

conversation. After elaborating the CDF, methods are proposed for testing the speci�cations

that are created when using this model. A method of testing the personality is absent as only

indirect testing suggestions are given, while many other testing can potentially be automated.

Afterward, it is researched how well the well the Agile application of the CDF is and it is

concluded that the framework can be implemented with high agility. The �ndings of this

research provide a sound answer to the research question and are a good introduction to

research into conversational user interfaces. Further research could be undertaken to create

a model of testing chatbot personalities, validating the CDF by applying it to a real system

through a case study and creating an evaluation method for bot frameworks.

Keywords: Conversational user interface, Conversation design framework, Conversation speci�-
cation, Conversation testing, Agile



1 Introduction

Conversational user interfaces (CUIs) are trending, with many of companies working on their own
version. Voice assistants are particularly popular in the consumer market: Apple has Siri1, Google
o�ers Google Assistant2, Amazon has Alexa3, and Samsung recently launched their version as well,
Bixby 4. Due to technology advances, AI bots continue to possess more human-like features5. This
creates new opportunities for applications that simulate human communication, both verbal and
nonverbal. Platforms such as Facebook Messenger and Slack opened their environments for chat-
bots, resulting in possible worldwide user reach for developers of those chatbots. According to
Business Insider6, there were already over 34,000 chatbots for Facebook Messenger in November
2016. They suggest that chatbots will become a mainstream for businesses as a means of com-
munication and that it will potentially give those businesses more annual revenue than they will
generate through platforms like the iOS app store or the Google Play Store. This means that
the trend of CUIs is not merely a hype but that it can potentially add signi�cant added value for
�rms.

The �rst predecessors of conversational user interfaces previously known as spoken dialogue sys-
tems, which \enable casual and naive users to interact with complex computer applications in a
natural way using speech" (McTear, 2002). McTear described three main types of classi�cations
for spoken dialogue systems:

1. �nite state-based systems;
2. template-based systems; and
3. agent-based systems.

The three classi�cations are leveled from most basic to most advanced spoken dialogue system. A
�nite state-based system follows a sequential process where the user has no real input on how the
conversation is built up. McTear describes the template-based system as a system where the user
can \�ll slots in a template," where the dialogue 
ow may change, depending on what information
the user gives at what time. The latter of the three classi�cations is the most advanced: \Agent-
based or AI systems are designed to permit complex communication between the system, the
user, and the underlying application in order to solve some problem or task." These systems use
dialogue models that take the context of the conversation into account, leading to a more dynamic
conversation.

The latter already resembles a CUI very well, where a CUI is still a little more advanced: \Con-
versational interfaces enable people to interact with smart devices using spoken language in a
natural way|just like engaging in a conversation with a person" (McTear, Callejas, & Griol,

1https://apple.com/ios/siri/ , accessed May 2, 2017
2https://assistant.google.com/ , accessed May 2, 2017
3https://developer.amazon.com/alexa , accessed May 2, 2017
4http://samsung.com/global/galaxy/apps/bixby/ , accessed May 2, 2017
5https://forbes.com/sites/danielnewman/2017/01/27/time-for-chatbots-to-get-smart/ ,
accessed May 2, 2017

6http://www.businessinsider.com/facebook-opens-analytics-developer-tools-for-messenger-bots-2016-11 ,
accessed July 6th, 2017
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2016). Whereas the agent-based spoken dialogue system already speci�es complex communica-
tion, a CUI should be able to communicate with a user naturally. Natural Language Processing
(NLP) is embedded in this, which means that a CUI needs to be able to understand naturally
spoken language and not only predetermined dialogues (Chowdhury, 2003).

To process natural language, a CUI needs to be able to de�ne its context at any point in time.
This paper aims to provide a model for setting functional requirements speci�c to a CUI, such
as the aforementioned context. Proper frameworks for designing conversations are necessary for
this increasingly more popular branch, thus stressing the relevance of this paper. As software
�rms are increasingly implementing Agile development processes (Hamed & Abushama, 2013),
the application using this methodology is included in the research. Thus accomplish this, the
following research question is derived:

How can conversational user interfaces be speci�ed and tested in an Agile environment?

This thesis presents the Conversation Design Framework, created as a best practice design guideline
for specifying e�ective and e�cient conversations. As little to no scienti�c research on CUIs exists,
many insights are obtained from suggestions by technology giants (Google, Facebook and others)
and published articles from current chatbot design professionals. Besides that, much insights
are done from previous works on nonconversational voice-enabled interfaces, such as the spoken
dialogue systems mentioned above, and small parts of the framework are backed by theory on
conversation or software design where possible.

The research is executed for and on behalf of Info Support, a Dutch technology enterprise located in
Veenendaal, the Netherlands7. Info Support is specialized in development, managing and hosting
of custom software solutions and attempts to always be a leader in innovation. Info Support
receives an increasing amount of requests regarding chatbots from its clients, which indicates that
there is an increasing demand of chatbots by businesses. This research is, however, valuable for
anyone who wishes to get involved with conversational user interfaces and chatbots. The research
�ndings as well as the proposed framework make use of Info Support's insights and experiences in
this �eld but apply to the chatbot environment as a whole.

This thesis begins by describing what exactly de�nes a conversational user interface, laying out
what contemporary CUIs already exist and how it can add value to an enterprise in section 2.
Section 3 presents the Conversation Design Framework which can be used for specifying CUIs,
followed by guidelines on how to test speci�cations after having used this framework, as can be
found in section 4. Section 5 will go deeper into how to apply the theories of section 3 and section 4
in an Agile environment. Afterward, section 6 will discuss the strengths and limitations of the
research,

7https://www.infosupport.com/
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2 Conversational User Interface

As mentioned in the introduction, a CUI should be able to understand and process natural lan-
guage. The oldest related research to this was that of spoken dialogue systems, of which three types
were categorized: �nite state-based, template-based and agent-based systems (McTear, 2002). Af-
ter that, the term Voice User Interface was given life: \Voice user interfaces (VUIs) use speech
technology to provide users with access to information, allowing them to perform transactions,
and support communications" (Lotterbach & Peissner, 2005). Lotterbach and Peissner set the
boundary on VUIs in that they only cover a prede�ned set of speech acts and conversations that
a system can handle, which will depend on the task domain in which the system is implemented.

A conversational interface is an advanced VUI where these boundaries may still be there, but not
necessarily. For example, Siri, Apple's voice assistant that is integrated with the manufacturer's
devices, can respond to inputs from many distinct domains and can even answer to user requests
that are not within these domains (Bellegarda, 2014). Amazon Alexa is another example of a
system that has an enormous amount of domains for which it can be used as companies can build
their own skills for it, resulting in already more than 12,000 commands that the conversational
interface accepts8. However, Alexa is also an example of how CUIs can be integrated in domain-
speci�c contexts. Amazon provides an API for its bot9 that allows developers to integrate the bot
in their own applications for a speci�c domain.

2.1 Types of CUIs

As mentioned above, CUIs can be domain-speci�c but do not have to be. However, even in the
example of adding a skill to Alexa, the developer that creates the skill operates in a domain-speci�c
manner. This paper will describe several general development methods that apply to both, but
domain-speci�c CUIs are kept as a focus in this research. Besides that, two CUI classi�cations
are proposed in this research:

� Informational CUI; and
� goal-oriented CUI.

Informational interfaces are systems from which users can only retrieve information. They can
ask the system for information, followed by a response based on a query search. The goal-oriented
interface is one which is capable of performing tasks. An example of this is a 
ight booking system,
where users can tell the interface to book a 
ight, after which this is automatically executed. The
user will give his preferences and is asked for missing information by the system. Once a consensus
has been reached on which 
ight to book, the user con�rms that he has made his choice. Whereas
the informational CUI would only provide information on the 
ights, the goal-oriented CUI actually
books the 
ight as well, which means that the user does not have to perform any actions outside
of the CUI. This paper limits itself to goal-oriented CUIs, but insights are likely applicable to
informational CUIs as well.

8https://developer.amazon.com/alexa-skills-kit , accessed May 17, 2017
9https://developer.amazon.com/public/solutions/alexa/alexa-voice-service/content/avs-api-overview ,
accessed May 17, 2017
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2.2 Current Systems

There are already systems that can be categorized as conversational user interfaces, of which a
few are discussed in this section. Apple's Siri has been around the longest for smartphones, which
was released in 201110. As mentioned in section 1, Samsung recently introduced their own assis-
tant, Bixby, and Google has Assistant. Even though the implementations with smartphones are
di�erent, their purpose is the same: enabling the user to talk to their phone to gather informa-
tion or to perform tasks. Google Assistant is also usable through a smart speaker, Google Home.
Amazon basically has the same implementation with Alexa, that can be used through their Echo
speakers11.

Other notable systems are Mycroft and Maluuba. Mycroft is an exceptional case as it is an open
source voice assistant12. Being open source makes their system more customizable for experienced
developers, and may also be favorable in privacy-sensitive cases as developers have the possibility
to scan the source for unwanted code, e.g. code that shares usage data with the owners of the
system. Maluuba is a company that developed a system that is not publicly available but is still
mentioned as they do much research into the �elds of deep learning and reinforcement learning13,
and they also published two large datasets for natural language understanding research.

2.3 Components of a VUI

The VUI components are the starting functional requirements of a CUI and should be ready
before starting the process of the actual conversational interface. Only when this system is ready,
developers can add a conversational interface. When a CUI lets its users speak to it vocally, one
must �rst implement all the building blocks of a VUI. These are usually categorized as six di�erent
components (McTear, 2002; Salvador, de Oliveira Neto, & Kawamoto, 2008):

� Speech Recognition : the CUI will need to be able to listen to the user and transcribe
the speech into text strings. This component is essential for enabling voice interactions. A
substantial dictionary is required for recognizing all utterances of users. Even with domain-
speci�c systems, the dictionary should contain not only domain jargon but also regular words
to make processing the entire user request possible.

� Natural Language Understanding (NLU) : NLU takes the input from the speech recog-
nition component or the chat input from the user, and analyzes what it means. Especially
in CUIs, where systems have to be conversational, NLU is crucial as users should be able to
speak to the system naturally.

� Dialogue Management : the dialog manager controls the 
ow of the conversation. It
determines if a user has given enough information for a certain goal, it communicates with
the external applications and it decides the response to be given to the user's request.

� System Integration : this component allows the dialog manager to connect to external
databases of the system. By integrating the databases of an enterprise, the dialog manager

10 https://apple.com/pr/library/2011/10/04Apple-Launches-iPhone-4S-iOS-5-iCloud.html , accessed May 23,
2017

11 https://amazon.com/Amazon-Echo-And-Alexa-Devices/b?ie=UTF8&node=9818047011 , accessed May 23, 2017
12 https://mycroft.ai/ , accessed May 23, 2017
13 http://maluuba.com/ , accessed May 23, 2017
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can �nd the right data for the user's request and respond accordingly.
� Response Generation : this component constructs the form of the response. This is where

the speci�cations are set for what information should be included in the reply, as well as
how it is structured in terms of the syntactic structure and the choice of words.

� Speech Output : once the response has been generated, the speech output component will
transform this into speech and play it back to the user. It has to analyze the output text
and model a continuous speech e�ect along with it in order to make it sound natural.

The �rst and last item, speech recognition and speech output, do not apply when a CUI is purely
text-based, whilst the other four are still relevant in that case. The goal of these components is to
infer intents and entities of the user. McTear (2016, Chapter 6) describes intents as \an abstract
representation of an action corresponding to an activity or service that can be initiated from other
activities." This means that the intent is what the user wants the system to do and entities are
the relevant elements that are important to execute the intent properly. For example, if the goal of
the user is to order a 
ight ticket, the intent would be `OrderTicket' with the entities `Departure',
`Destination' and `Date'.

2.3.1 Bot Frameworks

The six components of a VUI may require intensive programming when done right. Especially
NLU will require complex algorithms and rigorous syntactic and semantic analysis(De Mori et
al., 2008). Adding conversational elements to a VUI makes this process even more challenging,
context and semantic meaning become much more important. For this reason, multiple tools can
take the role of VUI upon themselves, allowing users to create chatbots through their frameworks.
The three big ones are Google's Api.ai14, Facebook's Wit.ai15 and Microsoft's Bot Framework16.
Broadly speaking, the three allow the bot developer to set intents, entities and the resulting actions
of those intents and entities. These frameworks have all six VUI components, from speech input
to speech output. Developers can integrate the frameworks into their applications and model
conversations on the platform of the chosen framework. For example, for modeling a goal on
Api.ai, one can give an example what a person says (the intent), the entities associated with
these intents, and what action should be taken following the user's input. For entrepreneurial
applications, this action will involve connecting to external databases of the enterprise systems in
order to give back the appropriate response.

A developer can give as many example inputs as he desires but is not required to map out every
possible user input, which would also not be possible when natural language is involved, due to
active learning. With active learning, the system will adapt input speci�cations based on actual
user inputs, which means that example inputs do not need to precisely match what the inputs of
the user. As a result of active learning, the framework will be able to link more and more inputs to
speci�c intents over time. Active learning is an important factor of a CUI because it will make the
bot a lot more conversational as users can use natural language to communicate with the system
instead of merely using prede�ned commands.

14 https://api.ai/ , accessed May 27, 2017
15 https://wit.ai/ , accessed May 27, 2017
16 https://dev.botframework.com/ , accessed May 27, 2017
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